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Simulation of Film Cooling
Enhancement With Mist Injection
Cooling of gas turbine hot-section components, such as combustor liners, combustor
transition pieces, and turbine vanes (nozzles) and blades (buckets), is a critical task for
improving the life and reliability of them. Conventional cooling techniques using air-film
cooling, impingement jet cooling, and turbulators have significantly contributed to cool-
ing enhancements in the past. However, the increased net benefits that can be continu-
ously harnessed by using these conventional cooling techniques seem to be incremental
and are about to approach their limit. Therefore, new cooling techniques are essential for
surpassing these current limits. This paper investigates the potential of film-cooling en-
hancement by injecting mist into the coolant. The computational results show that a small
amount of injection (2% of the coolant flow rate) can enhance the adiabatic cooling
effectiveness about 30–50%. The cooling enhancement takes place more strongly in the
downstream region, where the single-phase film cooling becomes less powerful. Three
different holes are used in this study including a two-dimensional (2D) slot, a round hole,
and a fan-shaped diffusion hole. A comprehensive study is performed on the effect of flue
gas temperature, blowing angle, blowing ratio, mist injection rate, and droplet size on the
cooling effectiveness with 2D cases. Analysis on droplet history (trajectory and size) is
undertaken to interpret the mechanism of droplet dynamics. �DOI: 10.1115/1.2171695�

Keywords: film cooling, turbine-blade cooling, mist cooling

Introduction
Cooling of gas turbine hot-section components, such as com-

bustor liners, combustor transition pieces, turbine vanes �nozzles�
and blades �buckets�, has always been a critical task for improving
the life and reliability of hot-section components. Air-film cooling
has widely been used and intensively studied as an effective
scheme for more than half a century �1,2�. To improve the perfor-
mance of air-film cooling, many studies have been conducted by
examining the effect of flow and geometric parameters, including
injection angles, injection hole configuration, density ratio, and
blowing ratio. For example, Jia et al. �3� investigated a slot jet
film cooling by using numerical simulations coupled with LDV
experiments. Different jet angles from 15 deg to 60 deg with jet-
blowing ratios ranging from 2 to 9 were studied. Their results
showed a recirculation bubble downstream of the jet vanishes
when the angle is 30 deg or less. They also found the blowing
ratio has a large effect on the size of recirculation and, conse-
quently, on film cooling. Kwak and Han �4� measured heat trans-
fer coefficients and film-cooling effectiveness on a gas turbine
blade tip. Their results showed as the blowing ratio increased, the
heat transfer coefficient decreased while film effectiveness in-
creased. Heat transfer coefficient and film effectiveness were
found to increase with increasing tip gap clearance. Wang et al.
�5� conducted an experimental study focusing on the flow mixing
behavior inside the slots. Various parameters, including orienta-
tion angle, inclination angle, slot width, effect of primary flow,
and slot depth, were systematically examined. The optimum slot
depth was found to range from 2 to 2.8 times the jet diameter. The
compound angle configuration �60 deg jet orientation and 30 deg
slot inclination angles� was discovered to be the best choice.

Among the typical holes are simple-angle holes with lateral or
forward diffusion and compound-angle holes with forward diffu-
sion. The performance of film cooling with different holes varies
by 30–50% subject to geometric and flow conditions. Bell et al.
�6� studied film cooling from shaped holes and measured the local

and spatially averaged adiabatic film-cooling effectiveness. They
found laterally diffused, compound-angle holes and forward-
diffused, compound-angle holes produce higher effectiveness
magnitudes over much wider ranges of blowing ratio and momen-
tum flux ratio compared to the other three simple-angle configu-
rations tested. All the three simple-angle hole geometries �cylin-
drical round, simple-angle holes; laterally diffused, simple-angle
holes; and forward-diffused, simple-angle holes� show larger in-
creases of spanwise-averaged adiabatic effectiveness as the den-
sity ratio increases from 0.9 to 1.4. Brittingham and Leylek �7�
performed numerical simulation on film cooling with compound-
angle-shaped holes and concluded that superposition of individual
effects for compound-angle cylindrical holes and streamwise-
shaped holes do not necessarily apply to compound-angle-shaped
holes. The compound-angle-shaped holes can be designed to mini-
mize uncooled hot region between adjacent holes and, thus, some-
what mimic slot-jet performance. From many of the previous
studies, the optimal blowing ratio is discovered ranging from 0.5
to 1.0. The 35 deg injection angle and the shaped holes are found
to be the most effective.

As next-generation turbines will be required to burn alternate
fuels with high hydrogen �H2� and carbon monoxide �CO� content
from coal-derived syngas, cooling gas turbines becomes more dif-
ficult and more important. The high contents of H2 and CO will
increase flame temperatures and flame speeds from those of
natural-gas combustion. Although conventional cooling tech-
niques using air-film cooling, impingement-jet cooling, and turbu-
lators have significantly contributed to cooling enhancements in
the past, the increased net benefits, which can be continuously
harnessed by using these conventional cooling techniques, seem
to be incremental and are about to approach their limit. Therefore,
new cooling techniques are essential. This paper investigates the
potential of film-cooling enhancement by injecting mist into the
coolant. Film cooling with mist injection can improve single-
phase air-film cooling due to the following mechanisms: �a� the
latent heat of evaporation serves as a heat sink to absorb large
amounts of heat; �b� direct contact of liquid droplets with the
cooling wall can significantly increase heat transfer from wall; �c�
steam and water have higher specific heats �cp� than air. In a
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single-phase air cooling, film cooling becomes less and less effec-
tive as it moves into the downstream region. By taking advantage
of the residence time needed to evaporate tiny water droplets, mist
can also be strategically used to blanket weakened air cooling in
the downstream region. Significant enhancement of film cooling
can reduce the cooling air and, thus, lower the pressure drop along
the cooling channel.

Mist has been used to enhance heat transfer in gas turbine sys-
tems in many different ways. A well-known application is gas
turbine inlet air fog cooling �8�, in which the droplets evaporate to
lower the air inlet temperature until the relative humidity reaches
100%. In addition, fog overspray is used in industry to provide
cooling in the compressor. Petr �9� shows the results of thermo-
dynamic analysis of the gas turbine cycle with wet compression
based on detailed simulation of a two-phase compression process.
In 1998, Nirmalan et al. �10� applied a water-air mixture as the
impingement coolant to cool gas turbine vanes. They used an
airfoil containing a standard impingement tube that distributes the
water-air mixture over the inner surface of the airfoil. The water
flash vaporizes off the airfoil inner wall, and very high cooling
rates were achieved. To explore an innovative approach to cool
future high-temperature gas turbines, Guo et al. �11� studied the
mist/steam cooling in a heated straight tube by injecting 7 �m
�average diameter� of water droplets into the steam flow. The
highest local heat transfer enhancement of 200% was achieved
with 1–5% �weight� mist, and the average enhancement was
100%. Guo et al. �12� also conducted a mist/steam cooling study
in a 180 deg tube bend. The overall cooling enhancement ranged
from 40% to 300% with the maximum local cooling enhancement
being over 800%, which occurred at about 45 deg downstream of
the inlet of the test section. Li et al. �13� reported results of mist/
steam cooling with a slot jet on a heated flat surface. Their results
showed a 200% cooling enhancement near the stagnation point by
adding 1.5% mist �in mass� to the steam flow. The mist enhance-
ment declined to near zero by five slot widths downstream. Li et
al. �14� also investigated a mist/steam slot jet impinging on a
concave surface. Enhancements of 30–200% were achieved
within a five-slot distance by adding 0.5% �weight� mist.

Injecting water mist into film-cooling flow has not been favored
by gas turbine manufacturers because of concerns on potential
erosion and corrosion problems on turbine airfoils. However, the
current concern, from the point of practical applications, should
not hinder the exploration of new ideas that may provide an at-
tractive reward. The objective of this study is to initiate a prelimi-
nary investigation on whether there is potential merit in injecting
mist into film-cooling flow. A numerical simulation is performed
in this paper. Three different holes are used in this study, including
a 2D slot, a round hole, and a diffusion hole. The computational
results show that a small amount of injection �2% of the coolant
flow rate� can significantly increase the cooling effectiveness up to
50%. A comprehensive investigation is also given to the effect of
mainstream temperature, blowing angle, blowing ratio, mist injec-
tion rate, and droplet size on the cooling effectiveness. The adia-
batic film-cooling effectiveness is compared for different cases.

Numerical Model
To study the mist effect on air-film cooling, a 2D slot is first

used in this study. As shown in Fig. 1, the slot width �b� is 4 mm.
The computational domain has a length of 80b and a height of
20b. The slot jet is set to 20b from the entrance of mainstream.
The injection angle is 35 deg, which is considered as the optimal
value �6,7�. A smaller angle �30 deg� is also examined. The ver-
tical height of the jet hole is 1.74b, which gives an actual jet hole
length of 3.04b. Note that the length of jet holes as well as the
settling chamber before the jet holes can affect the numerical re-
sults of film cooling. Since this study focuses on the mist effect,
the upstream condition of coolant in the chamber is not included
in this paper, but in another paper �19�. Two three-dimensional
�3D� holes are adopted to investigate the effect of mist transport

encountering the 3D effect: One is a round hole with a simple
blowing angle of 35 deg, and the other is a fan-shaped hole with
the same blowing angle. Both holes have a diameter �d� of 8 mm,
and the lateral diffusion angle of the fan-shaped hole is 28 deg.
Other different diffusion angles, for example, in �15�, are not in-
vestigated in this study. The length and width of the 3D domain
are kept the same as the slot hole case, and the domain has a depth
of 4d, as shown in Fig. 1�b�.

The commercial software package FLUENT �version 6.1.22�,
from Fluent, Inc., is used in this study. The simulation uses the
segregated solver, which employs an implicit pressure-correction
scheme �16�. The SIMPLE algorithm is used to couple the pressure
and velocity. A second-order upwind scheme is used for spatial
discretization of the convective terms and species. The Lagrangian
trajectory calculations were employed to model the dispersed
phase of droplets, including coupling with the continuous phase.
The impact of the droplets on the continuous phase is considered
as source terms to the governing equations. After obtaining an
approximate flow field of the continuous phase �airflow in this
study�, FLUENT traces the droplet trajectories and computes heat
and mass transfer between the droplets and the airflow.

Continuous Phase (Air/Steam)

Governing Equations. The standard 2D/3D, time-averaged,
steady-state Navier-Stokes equations as well as equations for
mass, energy, and species transport are solved. The governing
equations for conservation of mass, momentum, and energy can
be given as

�

�xi
��ui� = Sm �1�

�

�xi
��uiuj� = �g� j −

�P

�xj
+

��ij

�xi
+ Fj �2�

Fig. 1 Computational domain and film hole configurations
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�

�xi
��cpuiT� =

�

�xi
��eff

�T

�xi
� + �� + Sh �3�

where the source terms �Sm, Fj, and Sh� are used to include the
contributions from the dispersed phase. �ij is the symmetric stress
tensor, which can be expressed as

�ij = �� �uj

�xi
+

�ui

�xj
−

2

3
�ij

�uk

�xk
� �4�

�� is the heat of dissipation and �eff is the effective heat conduc-
tivity. When turbulence effect is considered, both �ij and �eff need
to be modeled.

Since evaporation of droplets releases water vapor into the
main airflow, species transport needs to be considered. There are
three species considered, water vapor �H2O�, oxygen �O2�, and
nitrogen �N2�. Dry airflow is simulated as 23% O2 and 77% N2 by
mass. The equation for species transport is

�

�xi
��uiCj� =

�

�xi
��Deff,j

�Cj

�xi
� + Sj �5�

where Cj is the mass fraction of one of the species �j� in the
mixture, and Sj is the source term for this species. Deff,j is the
effective diffusion coefficient considering the turbulence effect.

Turbulence Model. The main flow in this study has a velocity of
10 m/s, which gives a passage Reynolds number of 30,000, based
on air flow at 400 K with a length scale of 20b or 0.08 m. There-
fore, the turbulence model must be considered. The interaction
between the injected flow and the approaching flow could be an-
isotropic and nonequilibrium with multiscaled integral and dissi-
pation length scales. Since the focus of this paper is not searching
for a better turbulence model to account for the anisotropic turbu-
lence structure, the effect of turbulence models on the computa-
tional results are not investigated in this paper, but in another
paper by Li and Wang �19�. Comparing the current study to the
existing literature shows the standard k-� with enhanced wall
treatment is one of the robust turbulence models for film-cooling
flow; thus, the standard k-� model is used in this study. The equa-
tions for the turbulent kinetic energy �k� and its dissipation rate
��� are

�

�xi
��uik� =

�

�xi
��� +

�t

�k
� �k

�xi
� + Gk − �� �6�

�

�xi
��ui�� =

�

�xi
��� +

�t

��
� ��

�xi
� + C1�Gk

�

k
− C2��

�2

k
�7�

The term Gk is the generation of turbulence kinetic energy due to
the mean velocity gradients. The turbulent viscosity �t is calcu-
lated from

�t = �C�

k2

�
�8�

and the effective heat conductivity ��eff� and the effective diffu-
sion coefficient are calculated by the following two equations,
respectively,

�eff = � +
cp�t

Prt
�9�

Deff = D + �t/Sct �10�

The constants C1�, C2�, C�, �k, and �� used are: C1�=1.44, C2�

=1.92, C�=0.09, �k=1.0, ��=1.3 �17�. The turbulence Prandtl
number Prt is set to 0.85, and the turbulence Schmidt number Sct
is set to 0.7. The equations may include more other source terms,
for example, turbulence kinetic energy due to buoyancy and the
contribution of fluctuating dilatation in compressible turbulence.

In the enhanced wall treatment, the standard two-layer model is

combined with wall functions. To apply the two-layer approach,
the computational domain is separated into a viscosity-affected
region and a fully turbulent region by defining a turbulent Rey-
nolds number Rey, which is based on the distance from the wall,

Rey =
yk1/2

	
�11�

where k is the turbulence kinetic energy and y is the distance from
the wall. The flow is assumed in the fully turbulent region if
Rey 
200, and the k-� model is used. Otherwise, the flow is in the
viscosity-affected region, and the one-equation model of Wolf-
stein �18� is used. The turbulent viscosities calculated from the
two regions are blended with a blending function ��� to make the
transition smooth.

�t,enhanced = ��t + �1 − ���t,l �12�

where �t is the viscosity from the k-� model of high Reynolds
number, and �t,l is the viscosity from the near-wall one-equation
model. The blending function is defined so that it is 0 at the wall
and 1 in the fully turbulent region. The wall functions are also
enhanced by blending linear �laminar� and logarithmic �turbulent�
laws of the wall to make the applicability throughout the entire
near-wall region.

Boundary Conditions. The main flow is assumed to be dry air
�zero humidity�, and the jet flow is saturated air �100% relative
humidity�. Uniform velocity and temperature are assigned to the
domain inlet and jet-hole inlet. The mainstream velocity is
10 m/s, and its temperature is 400 K. The jet velocity is also
10 m/s, and the temperature is 300 K. Note that these parameters
are referenced in many previous studies of air-film cooling �for
example, �6��, although they are not corresponding to the real
conditions in gas turbine applications. Although the current paper
serves as conceptual study on film cooling with mist injection,
further research is to be performed with more realistic parameters
for gas turbine application. To compare the results of this study to
other published work, these values used by the previously pub-
lished work are adopted in this study. Other values of the flow
temperature and jet velocity are also assigned to study the effect
of mist under different blowing and temperature ratios. The inlet
conditions of the turbulence are 1 m2/s2 for the turbulence kinetic
energy and 1 m2/s3 for the dissipation rate, which is equivalent to
a turbulent intensity of 8.7%. The flow exit �outlet� of main com-
putational domain is assumed to have a constant pressure. The
backflow �reverse flow�, if any, is set to 400 K. A more detailed
study on various models and boundary conditions has been con-
ducted by the authors in �19�, whereas this paper focuses on mod-
eling water-droplet evaporation dynamics and examining the po-
tential mist-cooling enhancement.

All the walls in the computational domain are adiabatic and
have a nonslip boundary condition. Zero velocity and temperature
gradients are assigned to the side boundaries of the 3D computa-
tional domain �i.e., symmetric boundary condition�.

Discrete Phase (Water Droplets)

Droplet Flow and Heat Transfer. Basically, the droplets in the
airflow can encounter inertia and hydrodynamic drags. Because of
the forces experienced by a droplet in a flow field, the droplet can
be either accelerated or decelerated. The velocity change can be
formulated by

mp
dvp

dt
= Fd + Fg + Fo �13�

where Fd is the drag of the fluid on the droplet and Fg is the
gravity. Fo represents the other forces, and vp is the droplet ve-
locity �vector�. The forces represented by Fo typically include the
“virtual mass” force, thermophoretic force, Brownian force, Saff-
man’s lift force, etc.

Theoretically, evaporation occurs at two stages: �i� When tem-
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perature is higher than the saturation temperature �based on local
water vapor concentration�, water evaporates and the evaporation
is controlled by the water vapor partial pressure until 100% rela-
tive humidity is achieved; and �ii� When the boiling temperature
�determined by the air-water mixture pressure� is reached, water
continues to evaporate. After the droplet is evaporated due to ei-
ther high-temperature or low-moisture partial pressure, the vapor
diffuses into the main flow and is transported away. The rate of
vaporization is governed by the concentration difference between
the surface and the airstream, and the corresponding mass change
rate of the droplet can be given by

dmp

dt
= �d2kc�Cs − C� �14�

where kc is the mass transfer coefficient and Cs is the concentra-
tion of the vapor at the droplet surface, which is evaluated by
assuming that the flow over the surface is saturated. C is the
vapor concentration of the bulk flow, obtained by solving the
transport equations. The values of kc can be calculated from em-
pirical correlations by �20,21�

Shd =
kcd

D
= 2.0 + 0.6Red

0.5Sc0.33 �15�

where Sh is the Sherwood number, Sc is the Schmidt number
�defined as 	 /D�, and D is the diffusion coefficient of vapor in the
bulk flow.

When the droplet temperature reaches the boiling point, the
following equation can be used to evaluate its evaporation rate
�22�:

dmp

dt
= �d2��

d
��2.0 + 0.46Red

0.5�
1

cp
ln�1 +

cp�T − T�
hfg

� �16�

where � is the heat conductivity of the gas/air and hfg is the
droplet latent heat. cp is the specific heat of the bulk flow.

The droplet temperature can also be changed due to heat trans-
fer between droplets and the continuous phase. Without consider-
ing radiation heat transfer, the droplet’s sensible heat change de-
pends on the convective heat transfer and latent heat hfg, as shown
in the following:

mpcp
dT

dt
= �d2h�T − T� +

dmp

dt
hfg �17�

where the convective heat transfer coefficient �h� can be obtained
with an empirical correlation similar to Eq. �15� �20,21�

Nud =
hd

�
= 2.0 + 0.6Red

0.5Pr0.33 �18�

where Nu is the Nusselt number and Pr is the Prandtl number.
In mist film cooling, the temperature of main flow will be above

the water boiling temperature. Note the characteristic velocity in
Red is the relative velocity between the droplet and airflow, which
is usually small for droplets in micrometers. Therefore, Red is also
very small. In addition, the term cp�T−T� /hfg in Eq. �16� can be
much smaller than 1 �0.04 in this study�. By ignoring the term
with Re and using ln�1+��=�, the approximate droplet evapora-
tion time can be obtained as

t =
hfg�d2

2��T − T�
�19�

It can be seen that the evaporation time is proportional to the
square of diameter. Assuming d=10 �m and T−T=100 K, the
evaporation time will be 0.038 s. If the average velocity of drop-
lets is 6 m/s, the distance to evaporate the droplets is 0.23 m.
Considering the length of 0.24 m downstream of the slot in this
study, this means theoretically most of the droplets less than
10 �m are expected to evaporate inside the computational do-
main; whereas, the droplets larger than 10 �m or at a higher speed

will not evaporate within the computational domain. Lower tem-
perature difference will lengthen the evaporation, but the ne-
glected term means an even shorter time in reality.

Stochastic Particle Tracking. The effects of turbulence on the
dispersion of droplets/particles is considered by using stochastic
tracking. Basically, the droplet trajectories are calculated by using
the instantaneous flow velocity �ū+u�� rather than the average
velocity �ū�. The velocity fluctuations are then given as

u� = ��u�2�0.5 = ��2k

3
�0.5

�20�

where � is a normally distributed random number. This velocity
will apply during the characteristic lifetime of the eddy te, a time
scale defined by either of the following equations:

te =
0.3k

�
�21�

te = − 0.15
k

�
log�r� �22�

where r is a uniform distributed random number ranging from 0 to
1. In case the droplet slip velocity is so large that the time for the
droplet to cross the eddy is shorter than the time defined above,
the droplet eddy crossing time will be used, which is defined as

tcross = − tp ln�1 −
Le

tp	u − up	� �23�

where tp is the particle relaxation time with tp=�pdp
2 / �18�g	g�, Le

is the eddy length scale, and 	u−up	 is the magnitude of the rela-
tive velocity. After this time period, the instantaneous velocity
will be updated with a new � value until a full trajectory is ob-
tained. The random effect of the turbulence on the droplets can be
reasonably predicted only if a sufficient number of trajectories are
calculated. In this study, the trajectory number is chosen to be 25
and several test runs indicated that increasing this number does
not make the result much different.

Mist Injection and Droplet Sizes. For the 2D slot case, the mist
is injected at 25 locations uniformly distributed in the jet inlet. For
3D holes, the injection is also uniform in the surface perpendicu-
lar to the hole centerline. The total number of injections is 904 for
the round hole and 941 for the fan-shaped hole. The injection flow
rate varies from 1% to 5% of the coolant air in mass. For example,
considering the 2D slot case with a depth of 1 m, the droplets flow
rate will be 3.5�10−4 to 1.75�10−3 kg/s. The injection rate at
each location is 1.4�10−5 kg/s for 2% injection. It is known that
the droplet size can strongly affect the evaporation of the mist in
the main airflow. Uniform droplets with different sizes �5, 10, 20,
and 50 �m� are used in this study to examine the effect on film
cooling performance. Nonuniform droplets in a real application
are assumed to perform as a combination of droplet with different
uniform sizes. This assumption is based on the results found in
�23�, which showed that the effect of nonuniform particle size is
bounded by the uniform droplet sizes between larger and smaller
droplets. The boundary condition of droplets at all the walls is
assigned as “reflect,” which means the droplets are elastically re-
bound off once reaching the wall. At the outlet, the droplets just
simply flee/escape from the computational domain. A more com-
plex model will be developed in the future to determine if the
droplets breakup, rebound, or are trapped by the wall when they
hit it.

Meshes and Convergence

Grid Independence Study. Structured but nonuniform grids are
used for the 2D slot case in this study. The grids near the jet wall
and the bottom wall of the main domain are denser than the other
area. For the 3D cases, unstructured grids are applied to the jet
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holes and a small volume in the main domain close to the jet
outlet. Structured grids are used for the rest of domain. Figure 2
shows the grids of the 2D case and representative planes for 3D
cases. The basic mesh system used in this study has 200 grids in
the longitudinal �streamwise� direction and 60 grids in both the
transverse y and spanwise z directions. There are 360,000 cells for
the round-hole case and 386,000 cells for the fan-shaped hole
case.

Different meshes have been tested for grid dependence study.
For example, the average cooling effectiveness �defined later�
changes only 0.8% when the density of the basic 2D mesh of
200�60 is doubled to 400�120. Grid adaptation is then applied
to the near-wall region as shown in Fig. 2�d�. Figure 3 shows the
results of temperature and velocity profiles for the 2D slot jet
using different meshes. It can be seen that the difference due to
the number of grids is not discernable. The results using the mesh
with adaptation overlap with the others, so that they are not shown
in Fig. 3 to keep the figure clear. A detailed study of wall grid
effect on film-cooling effectiveness calculation in �19� showed
that the result is not sensitive to the y+ ranging from 1 to 5.
Therefore, no finer grids are attempted.

Convergence. Converged results can be reached after iteration
proceeds alternatively between the continuous and discrete
phases. Ten iterations in the continuous phase are conducted be-
tween two iterations in the discrete phase. A typical converged
result renders mass residual of 10−3, energy residual of 10−6, and
momentum and turbulence kinetic energy residuals of 10−4. These
residuals are the summation of the imbalance for each cell, scaled
by a representative of the flow rate. Typically, 1000–2000 itera-
tions are needed to obtain a converged result, which takes about
1–2 hr for a 2D case and 10–20 hr for a 3D case on a PC with
Pentium 4 processor of 2.4 GHz.

Results and Discussion
As a reference case, the overall temperature distribution of film

cooling with the 2D slot is shown in Fig. 4, in which Fig. 4�a� is
the case without mist and Fig. 4�b� is the case with 2% mist
injection using 10 �m droplets. The temperatures of jet and main
flow are 300 K and 400 K, respectively. The blowing ratio, de-
fined as M = ��u�c / ��u�g, is 1.3 in this case, while the ratio of
velocity is 1. Here the subscript c represents the coolant or jet
flow, and the subscript g represents the main gas flow. The overall
temperature distribution with mist is not much different from that
of a typical air-film cooling. The cold jet sticks to the cooling
surface but gradually becomes hot and diffuses into the main-
stream by shear layer mixing. It seems that the 2% mist injection
has little effect on the overall temperature profile in the main flow.
However, a detailed study can find that the temperature very close
to the cooling surface decreases due to mist injection as shown in
Fig. 5. The adiabatic wall temperature decreases about 9 K down-
stream of the jet at x=25b. Note that the origin of the x coordinate
is set at the downstream end of the jet holes for both 2D and 3D
cases. At the beginning of film cooling, the evaporation of drop-
lets is negligible because of the low flow temperature.

The adiabatic cooling effectiveness � is used to examine the
performance of mist film cooling. The definition of � is

Fig. 2 Meshes

Fig. 3 Grid independence study „slot jet…

Fig. 4 Temperature distribution of air-film cooling with and
without mist injection „slot jet…
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� =
�Tg − Taw�
�Tg − Tc�

�24�

where Tg is the mainstream hot-gas temperature, Tc is the tem-
perature of the coolant �jet�, and Taw is the adiabatic wall tempera-
ture. � is between zero �no cooling� and 1 �the wall temperature is
the same as the coolant temperature�. Figure 6 shows the effec-
tiveness along the cooling surface. Note that 2b is used to scale
the distance downstream because it is the hydraulic diameter of a
slot. It can be seen that film cooling is significantly enhanced by
mist injection, especially in the downstream region, where the
evaporation of droplets becomes stronger because of the higher
flow temperature. Because of continuous mixing between coolant
and the main flow, the cooling inevitably becomes less effective
downstream, and it has been a serious challenge to enhance cool-
ing downstream of x /2b=15. The injection of water droplets
works very well to meet this challenge. Also shown in Fig. 6 is the
ratio of the film-cooling effectiveness with and without mist
��mist /�0�. The mist-cooling enhancement can be defined as
��mist /�0−1�. It can be seen that the maximum enhancement can
reach 38% further downstream �x /2b=30� with an average cool-
ing enhancement of 14.5%. The enhancement mechanism of mist

cooling is discussed in the Introduction. Actually, the most impor-
tant feature of mist cooling is its “distributed-cooling” character-
istics. Each droplet acts as a cooling sink, and it flies a distance
before it completely vaporizes. The reduced temperature near the
surface because of droplet evaporation plays more of a major role
in protecting the surface from the hot gas than the reduced bulk
temperature. The droplet evaporation will reduce the coolant den-
sity and result in a reduced jet velocity, which may help improve
cooling coverage in the near-hole region.

Mist Film Cooling With 3D Injection Holes. Although a slot
hole is ideal to study fundamental characteristics of film cooling,
3D holes are more practical due to mechanical structural and
manufacturing considerations. A simple-angle round hole and a
fan-shaped hole are studied. Figure 7 shows the results of tem-
perature distributions on the cooling surface for both the round
and fan-shaped holes. The mist injection is 2% of the mass of jet
airflow. Both holes have the same inlet velocity and, thus, the
same flow rate. It can be seen that the mist lowers the surface
temperature in both cases. The fan-shaped hole produces a lower
temperature than the round hole. More discussions will be given
later.

The adiabatic cooling effectiveness is given in Figs. 8 and 9 to
examine the mist film-cooling performance. For the round hole,
the cooling effectiveness along the centerline drops sharply at the
beginning within a 4d distance, and the effect of mist is small.
Starting at about 4d downstream, the mist shows its strong con-

Fig. 5 Effect of 2% mist injection on temperature distribution
at different locations „slot jet…

Fig. 6 Adiabatic film-cooling effectiveness and mist enhance-
ment „2D slot…

Fig. 7 Wall temperature distributions of air-film cooling on the
cooling surface for both round and fan-shaped holes

Fig. 8 Centerline and spanwise average adiabatic cooling ef-
fectiveness and mist-cooling enhancement „roundhole…
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tribution. The same trend can be seen for the cooling effectiveness
averaged along the spanwise direction �z� except the averaged
effectiveness has a minimum around x /d=5. The cooling en-
hancement of 2% mist is about 43% downstream �x /d=30� with a
maximum of 50% near x /d=12. The effectiveness of the round
hole is low when it is compared to the fan-shaped hole; therefore,
its enhancement is essential. Figure 9 shows the performance of
film cooling with the fan-shaped hole. Compared to the round
hole, the fan-shaped hole produces higher cooling effectiveness
along the centerline and on spanwise average. The mist-cooling
enhancement is about the same as the round-hole case: 47%
downstream �x /d=30� with a maximum of 52%. However, the

maximum enhancement moves to about x /d=18.
The different behaviors between the round hole and fan-shaped

hole can be further analyzed with Figs. 10 and 11. Figure 10
shows the flow field and temperature distribution on a cross sec-
tion in the x direction. It can be seen that the center of coolant jet
from the round hole is detached away from the cooling surface,
and the secondary flow of the round-hole case is strong and en-
trains surrounding hot gas to the surface. These features reduce
the blanket effect of the cooling layer. On the other hand, the
fan-shaped hole can keep the jet center close to the surface, and
the secondary flow is weak. It is expected that the evaporation of
mist be strongly affected by the jet flow itself. The flow structure
determines the cooling effectiveness along the z direction. As
shown in Fig. 11, the round hole gives a narrower spanwise film-
cooling coverage than the fan-shaped hole.

Fig. 9 Centerline and spanwise average adiabatic cooling ef-
fectiveness and mist-cooling enhancement „fan-shaped hole…

Fig. 10 Cross-sectional temperature distributions and velocity fields in the
streamwise direction „film cooling without mist…

Fig. 11 Spanwise distributions of cooling effectiveness for
round and fan-shaped holes „film cooling without mist…
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Validation of Numerical Results. Numerical results for single-
phase air-film cooling are validated by comparing to data from
other studies. Figure 12 shows the cooling effectiveness along the
centerline of the round hole from different studies with various
blowing ratios. The agreement is good in both the near and far
fields. The discrepancy between the computational fluid dynamics
�CFD� and experimental data for x /d�5 has been controversial
and remains unresolved. There could be errors contributed by both
CFD and experiments. The difficulty to achieve a true adiabatic
wall condition near the cooling hole and preheating of the coolant
in the experiment could result to a reduced film effectiveness. In
computational simulation, the uncertainty in calculating the sepa-
rated flow structure near the cooling hole may result in an over-
predicted film effectiveness. Simulation in �7� included a plenum
to account for the effect of flow inside the jet hole on film cooling,
especially, close to the jet exit. It has been known that the plenum
geometry could affect film cooling flow pattern and cooling per-
formance. However, under the parameters of the current study, it
seems that the plenum does not play a critical role under the
parameters in this study if the plenum does not induce flow sepa-
ration.

Effect of Mist Concentration. The effect of mist concentration is
studied with a mist injection of 1%, 2%, and 5% of the coolant
mass flow rate. Figure 13 shows the results in the 2D slot case. It
can be seen that the cooling effectiveness increases as mist con-
centration increases. A mist of 5% can provide a cooling enhance-
ment of 65% at x /2b=30. The increase is about linear when the
concentration is low, but it slows down at high concentration �5%�
where the cooling effectiveness is close to 0.9 for the 2D slot
cooling. This high cooling effectiveness means that the tempera-
ture close to the cooling surface is low, and the droplet evapora-
tion rate is reduced. When the mist concentration is low, higher
concentration always means more latent heat is available to cool
down almost the same amount of mainstream air. Therefore, a
nearly linear relationship can be obtained if ignoring the effect of
different main flow temperatures on evaporation. The average
cooling effectiveness and mist cooling enhancement over the en-
tire surface is listed in Table 1.

Effect of Droplet Size. The effect of droplet size on 2D slot mist
film cooling is shown in Fig. 14 for droplet sizes of 5 �m, 10 �m,
and 20 �m, respectively. It is seen that the smaller droplets pro-
duce better cooling because small droplets have larger surface to
volume ratios and vaporize faster. Droplets of 20 �m make little
difference to air-film cooling, at least within the x /2b range under
study. The cooling enhancement at z /2b=30 is 5% for droplets of
20 �m, and the average enhancement is only 2%. The result for

droplets of 50 �m shows �1% cooling enhancement; therefore, it
goes into the same curve as the single-phase air-film cooling in the
figure. Note the cooling effectiveness drops more quickly for the
case with 5 �m droplets after x /2b=22 because most of the drop-
lets have been evaporated by that time. Figure 15 shows the drop-
let trajectories predicted using a stochastic tracking method that
considers the turbulent dispersion. The turbulent dispersion can
bring the droplets toward the wall and thus improves cooling. As
seen in Fig. 15, most of the 5 �m droplets evaporated before
x /2b=20, whereas some of the 10 �m droplets can survive until
the outlet. This numerical result is consistent with the analysis and
estimation with Eq. �19�. It can be concluded that a distributed
size from 5 �m to 10 �m in real gas turbine applications will
give an excellent enhancement on single-phase air-film cooling.
Mist film cooling can be managed by manipulating both mist con-
centration and the droplet size.

Fig. 12 Comparison to other studies „centerline cooling effec-
tiveness of the round hole…

Fig. 13 Effect of mist concentration on adiabatic cooling ef-
fectiveness for a 2D slot film cooling

Table 1 Cooling effectiveness and cooling enhancement aver-
aged over the entire surface

Mist concentration
�10 �m� 0% 1% 2% 5%

Maximum enhancement 0 19% 38% 65%
Average effectiveness 0.747 0.804 0.855 0.925

Average �mist /�0
1 1.076 1.145 1.238
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Effect of Blowing Ratio. To achieve the best film-cooling per-
formance, different blowing ratios might be used depending on
cooling geometries and other parameters. Figure 16 shows the
results with four different blowing ratios from 0.66 to 1.58 for the
2D slot case. To obtain different blowing ratios, the velocity of the
coolant jet is changed while the mainstream flow remains the
same. Mist concentration in all these cases is 2%, and the droplet
diameter is 10 �m. It can be seen that the single-phase cooling
effectiveness itself is a function of the blowing ratio. Under the
settings of the current study, the cooling effectiveness increases
when the blowing ratio increases, which can be simply due to
more cooling flow being provided to protect the surface. However,
the enhancement of mist film cooling reduces when the blowing
ratio increases. The maximum cooling enhancement at a blowing
ratio of 0.66 is 52%; this value drops to 31% when the blowing
ratio is 1.58. The cooing enhancements averaged over the entire
surface for these two cases are 34% and 12%, respectively. This
can be interpreted by the droplets moving further away from the
wall at high blowing ratios. Therefore, mist film cooling performs
better with smaller blowing ratios.

Effect of Blowing Angle. The effect of blowing angle on mist
film cooling is shown in Fig. 17 by running the 2D slot cases.
Film cooling with a 30 deg injection is slightly better than that
with a 35 deg injection with and without mist. It can also be seen

that the mist-cooling enhancement is almost identical for these
two cases although the 35 deg case has a little better performance,
especially at x /2b
25.

Effect of Main Flow Temperature. Figure 18 shows the result of
2D slot film cooling with a mainstream temperature of 500 K. The
blowing ratio changes from 1.3 to 1.6 due to reduced main flow
density. It can be seen that the adiabatic film-cooling effectiveness
without mist injection ��0� increases slightly when the main flow
temperature increases from 400 K to 500 K. The cooling with
mist keeps about the same until x /2b=15–20. After that, the mist
cooling enhancement becomes lower at higher main flow tempera-
ture. This can be interpreted as high-temperature mainstream ab-
sorbs more heat and makes the evaporation time shorter, and
fewer droplets are left after x /2b=20. As seen in Eq. �19�, higher
temperature difference makes the evaporation time shorter. In-
creasing the mist flow rate from 2% to about 5% can make film-
cooling effectiveness higher and more uniform at high mainstream
temperature as shown in Fig. 18. Detailed studies are needed to
explore mist film cooling in real operating conditions.

Concerns and Future Research
The objective of this study is to explore the concept of mist film

cooling. Numerical simulation only provides a qualitative descrip-

Fig. 15 Droplet trajectories predicted with stochastic tracking
„2D slot case…

Fig. 16 Effect of mist injection on the slot jet air film cooling
with different blowing ratios

Fig. 17 Effect of mist injection on the slot-jet air film cooling
with different blowing angles

Fig. 14 Effect of droplet size on adiabatic cooling effective-
ness for a 2D slot film cooling
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tion of the trend and effects of various parameters. Experiments
are needed to verify the simulated results. In terms of the compu-
tational model, a more complicated model including heat transfer
between the wall and droplets will be considered in the future.
Models of collisions and coalescences will also be developed and
incorporated into the future studies. Li et al. modeled the mist
cooling �24� using the experimental data from �13� and reported
the major contribution for mist-cooling enhancement was from the
direct contact between droplets and the wall. In this paper, the
direct droplet-wall contact heat transfer mechanism is not in-
cluded; thus, the cooling results could be probably underpredicted.
More realistic conditions with high temperature and high pressure
will be considered in future studies. The major reservation of ap-
plying mist film cooling from gas turbine OEMs and users is the
concern related to erosion and corrosion of water droplets on the
heated surface. This task will be placed on metallurgists to find
solutions.

Conclusions
Motivated to provide a significant improvement for cooling gas

turbine hot-section components, this paper investigates the poten-
tial of film-cooling enhancement by injecting mist into the cool-
ant. Three different holes are used, which include a 2D slot, a
round hole, and a diffusion hole. Parametric studies have been
performed with 2D slot cases. The conclusions from numerical
simulation and parametric studies are as follows:

• By injecting mist into the coolant, the performance of air-
film cooling can be improved significantly. Film cooling
with a 2% mist can increase the cooling effectiveness about
30–50% for both 2D and 3D cases.

• The results reveal the benefit of mist film cooling by signifi-
cantly enhancing cooling downstream of x /2b �or x /d�

15, where the single-phase film cooling is less effective.

• Cooling enhancement has been shown to prevail in all three
geometrical arrangements in the study. The maximum span-
wise enhancement is 
50% for both the round-hole jet and
the fan-shaped-hole jet.

• Higher mist concentration can result in higher cooling en-
hancement. For a 2D slot jet, 5% mist with 10 �m droplets
can provide a cooling enhancement of 65% at x /2b=30,
which makes the overall cooling effectiveness reach above
0.9.

• Based on 2D cases, smaller droplets show a higher effec-
tiveness if the concentration is high enough. Cooling en-

hancement drops from 43% to 5% when droplet size
changes from 5 �m to 20 �m under the conditions studied
in this paper.

• The results of 2D cases show that mist film cooling per-
forms better with smaller blowing ratio. With 2% mist, the
maximum cooling enhancement can reach 52% with a blow-
ing ratio of 0.66. The cooling effectiveness decreases as the
blowing ratio increases.

• Mist cooling enhancement of 2D slot jet with a blowing
angle of 30 deg is slightly �1–2%� lower than with a blow-
ing angle of 35 deg at x /2b�25. The difference becomes
bigger �7–8%� downstream at x /2b=30.

• Mainstream at high temperature absorbs the droplets quickly
and, thus, makes the cooling enhancement low. The cooling
enhancement reduces from 38% to 18% when the main flow
temperature increases from 400 K to 500 K for a 2D slot
case. The low performance at high main flow temperature
can be compensated by using a higher mist concentration.
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Nomenclature
b � slot width �m�
C � concentration �kg/m3�
cp � specific heat �J/kg K�
D � mass diffusion coefficient �m2/s�
d � diameter �m�
F � force �N�
k � turbulence kinetic energy �m2/s2�

kc � mass transfer coefficient �m/s�
h � convective heat transfer coefficient �W/m2 K�

hfg � latent heat �J/kg�
M � blowing ratio, ��u�c / ��u�g

m � mass �kg�
Nu � Nusselt number, hd /�

P � pressure �N/m2�
Pr � Prandtl number, 	 /�
Re � Reynolds number, ud /	

S � source term
Sc � Schmidt number �	 /D�
Sh � Sherwood number �kcd /D�
T � temperature �K, °F�
t � time �s�
u � streamwise velocity component �m/s�
v � spanwise velocity component �m/s�

x ,y ,z � coordinates

Greek
� � thermal diffusivity �m2/s�
� � turbulence dissipation rate �m2/s3�
� � adiabatic film cooling effectiveness,

�Tg−Taw� / �Tg−Tc�
� � heat conductivity �W/m K�
� � dynamic viscosity �kg/m s�
	 � kinematic viscosity �m2/s�
� � density �kg/m3�
� � stress tensor �kg/m s2�

Subscript
aw � adiabatic wall

c � coolant or jet flow
g � hot gas/air
p � particle or droplet
t � turbulent

Fig. 18 Effect of mist film cooling with different mainstream
temperatures
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0 � values for air film cooling without mist
 � values far away from droplets
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Surface Deformation and
Convection in Electrostatically-
Positioned Droplets of Immiscible
Liquids Under Microgravity
A numerical study is presented of the free surface deformation and Marangoni convection
in immiscible droplets positioned by an electrostatic field and heated by laser beams
under microgravity. The boundary element and the weighted residuals methods are ap-
plied to iteratively solve for the electric field distribution and for the unknown free
surface shapes, while the Galerkin finite element method for the thermal and fluid flow
field in both the transient and steady states. Results show that the inner interface demark-
ing the two immiscible fluids in an electrically conducting droplet maintains its sphericity
in microgravity. The free surface of the droplet, however, deforms into an oval shape in
an electric field, owing to the pulling action of the normal component of the Maxwell
stress. The thermal and fluid flow distributions are rather complex in an immiscible
droplet, with conduction being the main mechanism for the thermal transport. The non-
uniform temperature along the free surface induces the flow in the outer layer, whereas
the competition between the interfacial surface tension gradient and the inertia force in
the outer layer is responsible for the flows in the inner core and near the immiscible
interface. As the droplet cools into an undercooled state, surface radiation causes a
reversal of the surface temperature gradients along the free surface, which in turn re-
verses the surface tension driven flow in the outer layer. The flow near the interfacial
region, on the other hand, is driven by a complimentary mechanism between the interfa-
cial and the inertia forces during the time when the thermal gradient on the free surface
has been reversed while that on the interface has not yet. After the completion of the
interfacial thermal gradient reversal, however, the interfacial flows are largely driven by
the inertia forces of the outer layer fluid. �DOI: 10.1115/1.2188460�

Keywords: galerkin finite element, boundary element, weighted residuals methods, im-
miscible droplet, undercooled state, maxwell stress, surface tension

Introduction

Levitated droplets provide a useful vehicle for the study of
fundamentals governing solidification processes and for the mea-
surement of thermophysical properties of high temperature melts.
Various levitation techniques have been developed, among which
electrostatic levitation is favored for certain applications �1–10�.
The basic concept of the electrostatic levitation is sketched in Fig.
1�a�. In essence, a droplet is positively charged and immersed in
an electric field generated by two electrodes at different potentials.
This electric field interacts with the charges impressed on the
droplet to give rise to an electrostatic force, which acts in the
same direction as the electric field. If an appropriate combination
of the electric field and charges is chosen, the electrostatic force
�or the Coulomb force� will be strong enough to support the
weight of the droplet in normal gravity. In a microgravity envi-
ronment, the concept of the electrostatic levitation is exploited to
position the sample from drifting in space so that desirable experi-
ments with the droplet can be carried out. A major advantage
provided by microgravity is that a much larger sample can be
used. This advantage is considered essential for experiments di-
rected toward a better understanding of the physics controlling the

solidification of monotectic alloys from immiscible melts �11�,
which are considered prossessing desired properties for automo-
bile applications �12�.

There have been published studies on the fundamental fluid
dynamic behavior of droplets levitated in electric fields, which
include the analyses of an inviscid oscillation of charged drops for
simple electric field configuration and shape stability �3–5,13,14�.
Information on transport phenomena in electrostatically levitated
droplets also has been obtained for single-phase droplets levitated
in electric fields �15–17�. It is now understood that being non-
vortical, the electrostatic forces do not drive an internal flow in an
electrically conducting sample. The flow in a droplet, however,
may come from other sources. For example, under terrestrial con-
ditions, natural convection occurs due to a temperature difference
in the droplet. Since the droplet size is small, surface tension
driven flow or Marangoni convection can become important for
levitated droplets in both normal and micro gravity.

While understanding of the physics governing the convection in
a droplet of single-phase liquid has been acquired through exten-
sive numerical simulations and experimental measurements
�15–17�, there appears to have been little, if at all, on the droplet
behavior of immiscible liquids. Experience with immiscible drop-
lets suggests that internal convection plays a crucial role in recoa-
lescence during monotectic alloy formation �7�. Our understand-
ing of thermal convection in these immiscible droplets, in
particular, the convection in the regions near the immiscible inter-
face, is rather limited, despite the importance of the subject. This
hinders the development of appropriate procedures for designing
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and interpreting experiments with these droplets. The analyses
presented in this paper further indicate that the knowledge of the
flow in the immiscible droplets cannot be simply derived from our
extensive knowledge of Marangoni convection associated with
free surface only.

This paper presents a numerical study of the droplet deforma-
tion and fluid flow phenomena in electrostatically positioned drop-
lets of immiscible liquids, both being electrically conducting, un-

der microgravity. The intention is to establish a fundamental
understanding of the basic mechanisms governing the interfacial
fluid flow in the immiscible fluids and its possible relation to the
convection driven by the Marangoni forces near the free surface.
For this purpose, the Navier-Stokes equation is solved using the
finite element method along with the thermal balance equation.
Both the steady state and transient developments of the thermal
and fluid flow fields in the droplets are studied, the latter being of
direct relevance to the design of undercooling conditions that
would be required for fundamental solidification studies. In devel-
oping the computational algorithms, the boundary element method
is used for the solution of the electrostatic field distribution, and is
coupled with the weighted residuals method for an iterative solu-
tion of the equilibrium free surface shapes of the levitated droplet.
Numerical simulations are carried out for various immiscible liq-
uid droplets electrostatically positioned under microgravity.

Governing Equations
Let us consider an electrostatically levitated droplet schemati-

cally represented in Fig. 1. The droplet under consideration is
electrically conducting and is placed in a uniform electrostatic
field generated by placing two electrodes far apart. For an electri-
cally conducting droplet, a constant potential is established on the
surface of the droplet because the electric field inside the droplet
is identically zero by the Gauss law. The combination of the non-
uniform charge distribution along the surface with a self-induced
electric field local to the charges gives rise to a non-uniform elec-
tric surface force acting in the outward unit normal direction. The
balance of this force with others acting on the droplet determines
the equilibrium shape of the droplet �15–17�. The electric surface
force, however, is non-vorticial in nature and is incapable of driv-
ing a flow in the droplet. For microgravity applications, the elec-
tric forces are used for the purpose of positioning the droplet at a
fixed location.

In practice, laser beams are applied to melt the sample and/or
heat it up to a designated temperature. Figure 1�b� shows a heating
arrangement that uses two laser beams impinging on the two pole
regions. Laser heating is in general non-uniform, because either
the heating intensity in the beam is the Gaussian type or the heat-
ing arrangement is non-uniform or both. This non-uniform heating
causes a surface tension gradient along the surface of a droplet,
which is responsible for the Marangoni convection in the droplet.
Convective flows in an immiscible droplet can be complex and
different flow patterns may occur depending upon the applied con-
ditions. Figure 1�c� sketches one type of the possible fluid struc-
tures when the heating arrangement in Fig. 1�b� is applied.

(a) Governing equations for the electric potential
distribution. A complete description of the electrically induced
surface deformation and thermally driven fluid flow phenomena in
a droplet requires the solution of the coupled Maxwell and
Navier-Stokes equations, along with the energy balance equation.
In theory, electrical charges move in an external electric field and
also are transported by flow convection. The dimensionless num-
ber that characterizes these effects is the electric Reynold number
Reel, which is the ratio of the time scale for charge convection by
flow and that for charge relaxation by ohmic conduction �18�. For
metal and semiconductor melts under practical conditions, the
electric Reynolds number is on an order of 10−17, which suggests
that the convective transport of surface charges are negligible and
the electric field distribution may be calculated as if the liquid
droplet were solid �15,18,19�. Consequently, the solution of the
Maxwell equations can be decoupled from the Navier-Stokes and
thermal balance equations.

The above discussion further implies that for the problem under
consideration, the electric field can be derived from an electric
potential, E=� ·�. Moreover, by the Gauss law, the electric po-
tential is constant in an electrically conducting droplet. Thus the

Fig. 1 Schematic representation of a positively charged melt
droplet levitated in an electrostatic field: „a… levitation mecha-
nism, „b… a two-laser-beam heating arrangement, and „c… two-
fluid structure under the heat arrangement in „b…
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vector Maxwell equations are simplified to a scalar partial differ-
ential equation governing the distribution of the electric potential
outside the droplet,

�2� = 0 � �2 �1�

� = �0 � �1 � �2 �2�

�0n1 · �� = − �e � �1 � �2 �3�

�
��1���3

�eds = −�
��1���3

�0n1 · ��ds = Q � �1 � �2

�4�

� = − E0R cos � R → � �5�

In the above, the electric potential outside the droplet � is gov-
erned by Eq. �1�, while the Gauss law is stated mathematically by
Eq. �2�. Equation �3� dictates the jump condition for the electric
field along the droplet surface, a manifestation of a well-known
fact that charges are distributed only on the surface of a conduct-
ing body. The law of charge conservation is described by Eq. �4�,
where Q is the total free charge applied on the droplet, which is
zero for the problem under consideration for microgravity appli-
cations. Note that Eq. �4� is required to determine the constant
potential �0. Equation �5� states the electric potential condition at
infinity, which basically means that the electrodes are placed far
away from the droplet.

(b) Governing equations for droplet deformation. Deforma-
tion of a free surface or a fluid-fluid interface is determined by the
force balance along the surface. For an electrostatically levitated
melt droplet, the deformation is calculated by the following bal-
ance equations:

n1 · �̄1 · n1 + p0 − n1 · TE · n1 = 2H� � �1 � �2 �6�

n3 · �̄3 · n3 − n3 · �̄1 · n3 = 2H� � �1 � �3 �7�

�
�1+�3

dV = V0 � �1 � �3 �8�

�
�1+�3

zdV = zc � �1 � �3 �9�

Here Eq. �6� states the balance of the hydrodynamic, Maxwell and
surface tension stresses along the normal direction, which deter-
mines the free surface shape of the droplet. Equation �7� describes
the balance of the surface tension stresses along the normal direc-
tion on the interfacial surface between the immiscible melt metals.
The constraints of the volume conservation �Eq. �8�� and the cen-
ter of the mass �Eq. �9�� of the electrostatically levitated droplet
are needed to determine the pressure constant and the position of
the droplet.

(c) Governing equations for the computation of
thermal/fluids. For microgravity applications, the buoyancy ef-
fect may be neglected. Thus. the equations for the fluid flow and
thermal fields may be written as follows:

� · u j = 0 � �1 � �3 �10�

�
�u j

�t
+ �u j · �u j = − �pj + � · 	 j��u j + ��u j�T� � �1 � �3

�11�

� jCpj

�Tj

�t
+ � jCpj

u j · �Tj = � · kj � Tj � �1 � �3 �12�

where the subscript j=1 refers to the outer fluid of the droplet and
j=3 to the inner core fluid. The solution of the above equations
may be obtained by applying the appropriate boundary conditions,

− kn1 · �T1 = ��s�T1
4 − T�

4 � + n1 · r̂lQoe
−rl

2/al
2

� �1 � �2

�13�

u · n1 = 0 � �1 � �2 �14�

t1 · �̄1 · n1 =
d�1

dT
t1 · �T1 � �1 � �2 �15�

u1 = u3 � �1 � �3 �16�

T1 = T3 � �1 � �3 �17�

t3 · �̄3 · n3 − t3 · �̄1 · n3 =
d�3

dT
t3 · �T � �1 � �3 �18�

In Eq. �13�, the absorption coefficient is factored into Qo and r̂l
the unit vector of laser beam pointing outward from the origin of
the laser, i.e., n · r̂l
0. Equations �15�–�18� represent the fact that
the flow along the free and interfacial surfaces of the droplet is
induced by surface tension force if it is a function of temperature.

It is noted that in the above formulations, the effect of a sur-
rounding gas is neglected. The liquid droplet is generally pro-
cessed under a vacuum condition, although recently attempts have
been made to process in an inert gas environment. For the latter
case, it is estimated that the surrounding inert gas contributes
about 3% or less to the Marangoni convection �17�.

Method of Solution
The numerical algorithms for the solution of the above govern-

ing equations are divided into two parts: 1� the droplet deforma-
tion calculations and 2� the thermal and fluid flow calculations.
The detailed verification of these methods was discussed in pre-
vious publications �9,10,15–17� and thus only an outline is given
below.

1� Droplet deformation calculations. For practical applications,
droplet deformation is essentially axisymmetric and viscous
forces make a negligible contribution. Thus, the electric and drop-
let deformation calculations may be decoupled from the thermal
and fluid calculations �16�. The procedures for the computation of
electrically induced droplet deformation are detailed in our previ-
ous publications �15–17� and thus only an outline of the method-
ology is given here. Since the electric field inside the droplet is
zero, only the potential distribution outside the droplet needs to be
solved for. For the problem under consideration, the boundary
element method should be the method of choice, since it requires
a discretization of the droplet boundary only, thereby resulting in
considerable computational savings �13�. The needed boundary
integral can be obtained from the classical Green’s theorem �19�,

C�ri����ri� +�
��2

���n · �G�rd� +�
��̄2

���n · �G�rd�

=�
��2

G�n · ����rd� +�
��̄2

G�n · ����rd� �19�

where ��=�+Er cos �, ��2 designates the surface of the droplet

and ��̄2 denotes the boundary at infinity. The Green function, G,
and its normal derivative are calculated by the following expres-
sions written for a cylindrical coordinate system �19�:

G�ri,r� =
4

��ri + r�2 + �z − zi�2
K��� �20�
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�G

�n
=

4
��r + ri�2 + �z − zi�2	 nr

2r
�E��� − K����

−
nr�r − ri� + nz�z − zi�
�r − ri�2 + �z − zi�2 E���
 �21�

where � is the geometric parameter calculated by

�2 =
4rir

�ri + r�2 + �zi − z�2 �22�

Using the asymptotic properties of the functions G and �� �10�,
Eq. �19� is simplified to a boundary integral that involves only the
surface of the droplet, ��2. Following the standard boundary el-
ement discretization, noticing that the potential on the surface is a
constant and substituting �=��−Er cos � into the resultant equa-
tion, one obtains the final matrix form for the unknowns on the
surface of the droplet,

H��0� = − G	 ��

�n

 + EG	 �z

�n

 − HE�z� �23�

where H and G are the coefficient matrices involving the integra-
tion of �G /�n and G over a boundary element. To complete the
solution, Eq. �4� is discretized and solved along with the above
equation to obtain the surface distribution of �� /�n and the con-
stant �0.

For droplet shape calculations, the normal stress balance equa-
tion �Eq. �6�� along the droplet surface is solved using the
Weighted Residuals method. Written in a spherical coordinate sys-
tem, which is more convenient for the calculations, the weighted
residuals approach leads to the following integral representation
of the force equilibrium along the surface:

�
0

 �

RR�

d�i

d�
+ �i�2R2 + R�

2�

�R2 + R�
2

+ R2�i�Po −
�0�n · ���2

2
��sin �d�

= 0 �24�

The variables R and R� are calculated by

R = �
i=1

Ne

�iRi and R� = �
i=1

Ne

Ri
d�i

d�

d�

d�
�25�

where Ri is the discretized surface coordinate and �i is the bound-
ary shape function. In arriving at Eq. �24�, the dynamic pressure
and viscous contribution has been neglected since their contribu-
tions are small for practical levitation conditions �15�. The con-
straints of the volume conservation and the center of the mass of
the electrostatically levitated droplet are needed to determine the
droplet shape and position. The two constraints are expressed as

1

ad
3�

0



R3 sin �d� = 2 �26�

3

8ad
3�

0



R4 cos � sin �d� = zc �27�

where zc is the center of mass. The free surface may be discretized
into N elements and Eqs. �24�, �26�, and �27� are integrated nu-
merically. The final results are expressed as a set of algebraic
equations, which are then solved for the unknowns Ri, K, and zc
�19�,

KX = F �28�

where the unknown vector includes the surface coordinates of the
free surface �10�.

It is noted that for microgravity applications, zc=0, in Eq. �27�
and also the immiscible interface remains spherical; this will be
discussed in the Results and Discussion section.

2) Thermal and fluid flow calculations. With the droplet
shape known, the momentum and energy equations �i.e., Eqs.
�10�–�12�� for the thermal and fluid flow fields along with the
boundary conditions are solved using the Galerkin finite element
method. In essence, the computational domain is first divided into
finite elements. With each element, the dependent variable u, P,
and T are interpolated by the shape functions, �, �, and �,

ui�x,t� = �TUi�t� P�x,t� = �TP�t� T�x,t� = �TT�t�

where the Ui�t�, P�t�, and T�t� are the column vectors of element
nodal point unknowns. The matrix form of the finite element dis-
cretized equations for the thermal and fluid flow fields may be
written as follows:

�M 0 0

0 0 0

0 0 NT
��U̇

Ṗ

Ṫ
� + �A�U� + K − C 0

− CT 0 0

0 0 DT�U� + LT
��U

P

T
�

= � F

0

GT
� �29�

where the standard finite element coefficient matrices are calcu-
lated by

M =�
�m

��TdV NT =�
�m

�Cp��TdV

LT =�
�m

k � � · ��TdV A�U� =�
�m

��um · ��TdV

DT�U� =�
�m

�Cp�uk · ��TdV GT = −�
��1���2

qT�ds

C j =�
�m

ĵ · ���TdV

F j =�
��1���2

ĵ · �̄1 · n�ds +�
��1���3

ĵ · ��̄3 − �̄1� · n�ds

Kij = ��
�m

	 � � · ��TdV��ij +�
�m

	�î · ���� ĵ · ��T�dV

where m=1, 3. The assembled global matrix equations are stored
in the skyline form and solved using the Gaussian elimination
method �15,17�. The transient term is set to zero for steady-state
calculations, however.

Results and Discussion
The computational model developed above enables the predic-

tion of the electric field distribution outside a droplet, the Maxwell
stress distribution along the surface of the droplet, the shape of the
droplet, and the temperature distribution and thermally-driven in-
ternal convection in the droplet. A selection of computed results is
presented for some immiscible droplets being considered for mi-
crogravity applications. Unless otherwise indicated, the computa-
tions used the physical properties and parameters in Table 1. It is
noted that Rayleigh predicted a critical charge above which a
charged drop becomes unstable and starts to disintegrate into
smaller droplets �20� and this criterion is easily satisfied for mi-
crogravity applications. For the results presented below, a total of
48 linear boundary elements was used for the electric potential
calculations and 24 quadratic boundary elements for free surface
deformation calculations. The thermal and fluid flow calculations
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used 264 9-node elements, with the penalty formulation for pres-
sure, and the density of the mesh was increased near the free
surface to ensure accuracy. A convergence criterion of 1�10−4

was set for relative error associated with the unknowns for free
surface shapes, temperature, and velocity. Different meshes and
different mesh distributions were also used to check the mesh
dependency. The final mesh used for the computations is shown in
Fig. 2. It is determined such that any further refinement of the
mesh produces an error smaller than 0.1% �relative to the final
mesh�.

1) Droplet deformation. As sketched in Fig. 1�c�, there are two
interfaces associated with an immiscible droplet. The outer sur-
face is a free surface that separates the droplet from free space.
The inner interface demarks the two immiscible fluids. Analyses
are made to understand the reaction of these interfaces to an im-
posed electric field, which is used to position the droplet under
microgravity.

We first consider the behavior of the inner interface. It is known
that when an electric conductor is placed in an electric field, elec-
tric charges are induced on its surface. These charges induce an
electric field inside the droplet just opposite to the applied field so
that the total inside field is identically zero. This is the renowned
Gaussian law of electrostatics, which requires that the whole drop-
let be at the equal potential and the surface charges appear only on
the free �or outer� surface of the droplet. This implies that the

Maxwell stress along the immiscible interface is zero and the
inner interface shape is completely determined by the balance of
the hydrodynamic forces along the interface face, or the balance
of the surface effect �surface tension times the curvature� by the
pressure difference between the two liquids. Thus under micro-
gravity and with the viscous forces neglected under practical con-
ditions, the interface remains spherical and is immune to the elec-
tric field outside the droplet. This is illustrated by curve a in Fig.
3. It is worthy noting that, from the above discussion, the electric
effect will not come into play even when the droplet is levitated
electrostatically under normal gravity. Of course, when gravity is
present, the interface shape should be determined by the balance
of the interfacial surface tension and the buoyancy force on the
inner fluid, which results from the density difference between the
two fluids.

We next consider the behavior of the outer surface, which is
much different. Because of the induced surface charges, the nor-
mal component of the Maxwell stress, or the electric force, expe-
riences a jump across the free surface. The force is non-uniformly
distributed along the surface, which combines with the surface
tension to determine the equilibrium shape of the free surface of
the droplet. Two sets of shape deformation calculations are shown
as curves c and d in Fig. 3 for two different applied electric fields,
along with the non-deformed free surface shape denoted by curve
b. Inspection of curve c indicates that the droplet deforms into an
oval shape under the combined action of an applied electric field
and surface tension in microgravity. The surface charge density

Table 1 Thermophysical properties used for computations

Parameters Al In Fe Pb Co Si

Tmelt �K� 934 429.6 1809 600 1766 1685
� �kg/m3� 2385 7023 7015 10678 7760 2510

��103 �kg/m s� 1.3 1.89 5.5 2.65 4.2 0.94
� �N/m� 0.914 0.556 1.872 0.468 1.873 0.865

d� /dT�104 �N/m K� −3.5 −0.9 −4.9 −1.3 −4.9 −1.3
K �W/m K� 95.37 42 78.2 19.9 96.0 138.5
CP �J/kg K� 1080 259 795 135 590.0 1040

Pr�102 1.47 1.17 5.59 1.80 2.57 0.71
��106 37.03 23.09 14.02 13.80 20.97 53.06

Fig. 2 Boundary element and finite element mesh for numeri-
cal computation

Fig. 3 Computation of free and interfacial surface of an Al-Pb
droplet in microgravity: „a… interfacial surface shape „ri /r0
=0.6…; „b… undeformed free surface of liquid sphere; „c… E0
=1.5Ã106

„V/m… and Q=0 „C…; „d… E0=2.5Ã106
„V/m… and Q

=0 „C…
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increases from the equator region to the two pole regions, with the
positive charges on the upper half surface and the negative
charges on the lower half. The charges interact with the applied,
upward-point electric field to produce the electric forces that tend
to pull the droplet apart, thereby resulting in the oval shape. A
stronger electric field induces stronger electric forces and hence a
larger free surface deformation �see curve d�. It is marked here
that the symmetric deformation is a consequence of microgravity.
Though not shown, under normal gravity, the deformation is
asymmetric and the gravity force will cause the droplet free sur-
face to deform into a blob with the pointy portion aligned along
the gravity direction. The electric field effect, however, remains
the same.

2) Steady-state temperature and flow fields. As stated earlier,
the Maxwell stress only has a component normal to the surface of
the droplet and is zero inside. Because it is non-vortical in nature,
the stress does not induce internal flow in the droplet. However,
the laser heating of the droplet generates a non-uniform tempera-
ture distribution both inside and along the surface of the droplet.
This temperature variation along the free surface and the interface
of the two immiscible fluids gives rise to non-uniform thermocap-
illary forces that drive the recirculating fluid flows in both liquids.

Figure 4 summarizes the possible different thermal and flow
patterns inside the immiscible droplets electrostatically positioned
in microgravity. Here A-B �e.g., Si-Co� means that the outer layer
of the droplet is A �i.e., Si� and the inside core is A �i.e., Co�; this
convention will be used hereafter unless otherwise indicated. The
droplet shapes are calculated based on the condition given in
Table 2. The deformation of the droplet is a result of the balance
between the electric and surface tension forces along the droplet
surface, which differs from droplet to droplet, as shown in Fig. 4.
The temperature and the velocity distributions along the free sur-
face and along the immiscible interface are shown in Figs. 5 and
6, respectively.

Analyses are made to understand the underlying physics that
governs these complex thermal and fluid field distributions in
these droplets. Let us start with the thermal fields. A feature com-
mon to these cases is that the temperature field is symmetric with
respect to the equator plane, a mere consequence of the laser
beams being applied at the north and south pole regions of the
droplets. A higher temperature exists near the laser heating spot
and decreases along the fee surface and inside toward the equator
plane. Examination of the temperature contour distributions in
these droplets illustrates that the thermal energy transport inside
these droplets are dominant by conduction mechanism and con-
vection plays a minor role. This is a manifestation of the small
Prandtl number Pr associated with these liquid metal droplets �see
Table 1�. It is further noticed that in the case of Pb-Fe, the tem-
perature contours are distorted somewhat more severely than
those in other cases, which is attributed to a relatively larger Pr
number of Pb and Fe.

We now turn our attention to the thermally induced fluid flow
phenomena inside the droplets. First the flow motion in the outer
liquid layer is considered. As the temperature decreases from the
pole region to the equator plane, the surface tension force in-
creases accordingly. Along the droplet surface, a fluid particle
experiences a surface force gradient and is dragged from the low
to the high force region, thereby causing the melt to flow from the
pole to the equator regions. At the equator plane, the fluid particle
is forced inward into the droplets and finds a way back to the low
force region to satisfy the mass conservation, thereby forming a
visible recirculating flow insider the outer fluid layer. This surface
tension effect is common in all six cases shown in Fig. 4.

The flow distributions near the interface region and insider the
inner fluid core, however, display very complex patterns and dif-
fer from case to case. While a detailed flow distribution depends
on both thermal and physical properties and applied conditions,
the complex fluid flow patterns are attributed to a combined effect
of the interfacial thermocapillary forces and the inertia in the outer

fluid layer. Similar to the Marangoni force on the free surface, the
interfacial thermocapillary force increases also with a decrease in
temperature along the interface and pulls the fluid steam from the
high to the low temperature region �see Figs. 5�b� and 6�b��. The
interfacial force acts as an interfacial momentum source that
drives the flow in both fluids. On the other hand, the flow resulting
from the free surface Marangoni force produces an inertia that
superimposes upon the interface and counterbalances the effect
from the thermocapillary force. It is this competing mechanism
that drives the flow near the interface and the flow inside the core
of the droplet.

In the case of Al-In, a strong flow driven by the free surface
Marangoni force provides a strong inertia near the immiscible
interface and almost completely overpowers the interfacial ther-
mocapillary force, thereby resulting in a very weak flow in the
inner fluid core �see Fig. 4�a��. Exchanging the inside and outside
fluids gives rise to a weaker flow in the outer layer. Thus a visible
recirculating flow appears in the inner fluid �see Fig. 4�b� and Fig.
6�. Perhaps, this competing mechanism for the internal flows is

Fig. 4 Steady-state fluid flow and temperature distribution in
the droplet „ri /ro=0.6… for some immiscible materials
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most revealing in the results shown in Fig. 4�c�. There are four
strong recirculating eddies that comprise the entire flow field, with
two in the outer and two in the inner fluids. The largest and yet
strongest eddy occurs in the outer layer near the equator, which is
driven by the free surface Marangoni forces. The eddy in the inner
fluid near equator is clearly the consequence of the inertia force
dominating the interfacial surface tension effect. In the region
near the immiscible interface from the pole ��= ± /2� to ��

= ± /4�, the interfacial surface gradient shows its strongest effect
and overpowers the inertia force from the outer fluid layer. It
provides the major momentum force that drives the two recircu-
lating loops in the region. When the two fluids switched in their
positions in the droplet, the interfacial surface force gradient be-
comes even more effective in driving the fluid motion near the
immiscible interface. This is evident in Fig. 6�d� in that the inner

Table 2 Parameters and some calculated results

Parameters Al-In In-Al Fe-Pb Pb-Fe Co-Si Si-Co Si-Co Si-Co

E�10−6 �V/m� 2.5 1.0 2.5 1.5 2.5 2.0 2.0 2.0
Q0�10−5 �W/m2� 1.0 1.0 11 11 10 10 10 10

ad �mm� 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5
a1 �mm� 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85
adi /ado

0.6 0.6 0.6 0.6 0.6 0.6 0.9 0.4
Vmaxo �outer surface�

�cm/s�
2.44 0.89 7.72 9.17 7.01 5.69 3.90 6.15

Vmaxi �inner surface�
�cm/s�

0.32 0.22 2.48 3.74 2.68 2.36 3.00 1.09

�T K �outer surface� 1.40 2.60 16.20 59.90 11.8 8.90 10.3 8.80
�T K �inner surface� 0.47 0.58 7.32 8.89 3.24 3.06 7.64 1.33

Mai
3.82 3.82 69.73 69.73 18.39 18.39 72.28 12.58

Mao
25.45 13.41 264.9 529.8 164.8 58.45 67.12 57.34

Reo
111.9 82.68 246.2 923.7 323.8 379.8 260.3 410.5

Fig. 5 Steady state temperature distribution „�T=T−Tsmin,
where Tsmin is the minimum surface temperature… along the free
surface „a… and the interface between the two immiscible liquid
metals „b…. The surface is measured from south „�=−� /2… to
north „�=� /2… pole.

Fig. 6 Steady state fluid flow distribution along the free sur-
face boundary „a… and the interface between the two immiscible
liquid metals „b…. The angle � is measured from „�=−� /2… to
„�=� /2…. The velocity is positive in the clockwise direction and
negative in the counter clockwise direction.
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fluid is now completely covered by one eddy, which is apparently
a consequence of the interfacial force induced eddy engulfing the
weak inner flow eddy from near the equator plane. The same can
be said for the thermal and fluid flow fields in Figs. 4�f� and 4�e�,
respectively. As expected, this competing mechanism between the
interfacial surface force gradient and outer flow inertia can cause
a variety of different flow conditions.

The flow pattern, the velocity intensity, and the thermal field
distribution inside the droplets depend upon various parameters,
as discussed above. These fluid dynamics and thermal character-
istics are also affected by the ratio of the outer and inner fluid
volumes. Two of these cases are shown in Fig. 7 for the Si-Co
immiscible melt droplets with two different volumes of fluids.
Comparison of Fig. 7 with Fig. 4�e� shows that the interfacial
thermocapillary force becomes much stronger when the ratio of
the inner radius over the outer is reduced. Indeed, Fig. 7�a� sug-
gests that the flow insider the inner fluid shows an overwhelm-
ingly strong effect from the interfacial surface tension gradient.
This contrasts with the case of Fig. 7�b�, which shows that the
effect of the interfacial thermocapillary force is essentially sup-
pressed by the momentum from the outer layer fluid, when the
inner-outer radius ratio is reduced to 0.4. This effect is obviously
attributed to the fact that a much higher surface temperature gra-
dient exists along the immiscible interface, because of the im-
proved heat conduction due to the increased ratio of the inner over
outer radius.

3) Evolution of fluid flow and temperature fields. Knowledge
of the decay of both temperature and velocity fields in a levitated
droplet of the immiscible metals, as it cools into an undercooling
region, is crucial for the design of microgravity experiments for
the study of solidification fundamentals. In practice, when the
levitation is stabilized and the sample is heated to a desired tem-
perature, the laser beams are turned off and the sample is allowed
to cool below the melting point of one of the two fluids by radia-
tion. The computational methodology discussed above may be
applied to predict the dynamic development of transient thermal
and fluid flow fields in electrostatically positioned droplets as they
undergo undercooling. The Pb–Fe droplets are selected for discus-
sion in this study, and the analysis should be applicable to other
cases as well. The transient calculations began with the initial �t
=0� velocity and temperature fields shown in Fig. 4�d�.

Figure 8 illustrates a set of snapshots of the time evolving ve-
locity and temperature fields in the Pb–Fe droplet when the laser
power is switched off and the droplet is allowed to cool for about
3 s. At this point, the temperature drops below the melting point
of iron. The time development of the detailed temperature and
velocity distributions both along the free surface and the immis-
cible interface are shown in Figs. 9 and 10. The twofold symmetry
with respect to the equator plane is apparently a consequence of

the initial fields and thus does not need an elaboration.
Cross examination of Figs. 8–10 reveals some of the most in-

teresting features associated with this complex evolving thermal
and fluid flow phenomena as the droplet cools into an undercool-
ing region. First, the temperature drops very rapidly over t=0 to
t=0.1 �s� after the laser power is turned off and the decrease con-
tinues afterwards but at a slower pace. At t=0.1 �s�, the outer
surface temperature difference between the pole ��= ± /2� and
the equator has decreased by about 30 times, which compares
with a factor of 5 for a drop in the surface inner temperature
difference �also see Fig. 5�. On the free surface, the temperature
gradient is completely reversed at about t=0.2 �s�, with the tem-
perature at the pole now being smaller than that at the equator. In
comparison, the reversal takes about 0.3 �s� along the immiscible
interface. This change in the temperature distribution may be ex-
plained by the fact that thermal radiation is stronger near the pole
where temperature is high and thus the temperature reversal starts
there. As the change in the thermal field needs time to propagate
into the inside of the droplet, there exists a delay in the tempera-
ture reversal at the immiscible interface. After the reversal is com-
pleted, the temperature gradient direction remains the same along
both the free surface and the interface. This dynamic evolution of
the thermal field is largely attributed to thermal conduction and
surface radiation, and the convection effect is relatively weak or
minimal, as evident by the small Prandlt number of the melts. This
change in the thermal field is responsible for the complex evolv-
ing fluid flow field in the droplet, as shown in Fig. 8.

Figure 8�a� shows that at t=0.1 �s�, the four-loop structure re-
mains unchanged despite a significant drop in temperature. This is
because the surface tension force gradient is unchanged. The large
drop in the temperature, however, causes a reduction in the veloc-
ity magnitude, as is evident by comparing Figs. 7 and 10, where
the velocity distribution along the free and inter surfaces are plot-
ted. At some time close to t=0.2 �s�, a reversal of the temperature
gradient along the free surface occurs, which in turn causes a

Fig. 7 Steady-state fluid flow and temperature distribution in
the Si-Co droplet with different radius ratios

Fig. 8 Transient fluid flow and temperature distributions in a
Pb-Fe droplet after the heating lasers are turned off
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corresponding reversal of the surface tension force gradient, with
a higher pulling force now at the pole. Consequently, the fluid
stream along the free surface now flows from the equator plane to
the poles �see Fig. 8�b��, thereby causing the outer fluid eddy near
the equator to reverse its rotation. At this point, however, the
interfacial surface force gradient still remains the same in direc-
tion, that is, it intends to drive the flow from the pole to the
equator region. Thus, in the near interfacial region, the outer flow
inertia force complements the interfacial surface force gradient,
thereby giving rise to the fluid pattern as shown in Fig. 8�b�. As
the evolution continues, the interface gradually completes its tem-
perature reversal. Then the inertia force starts competing with the
interface surface force in driving the fluid flow near the interfacial
region. Figures 8�c� and 8�d� reveal that the outer flow inertia
force becomes more powerful from t=0.3 �s� onwards and is
mainly responsible for the flow near the immiscible interface re-
gion. This means that the flow in both the immiscible fluids of the
droplet comes primarily from the free surface Marangoni effect
and the interfacial surface force plays a negligible role.

Concluding Remarks
This paper has presented a numerical study of the free surface

deformation and Marangoni convection in electrically conducting
immiscible droplets electrostatically-positioned under micrograv-
ity. The computational methodology entails the use of the bound-
ary element method for the solution of the electrostatic field out-
side the droplets, which is coupled with the weighted residuals
method for solving the unknown free surface shapes along the
droplet free surfaces. The temperature and fluid flow fields, in

both transient and steady states, are solved using the Galerkin
finite element method. It is shown that the inner interface demark-
ing the two immiscible fluids in an electrically conducting droplet
is immune to the applied electrostatic field and maintains its sphe-
ricity in microgravity. The free surface, however, deforms into an
oval shape, which is determined by the balance of the Maxwell
stress and the surface tension. The thermal and fluid flow field
distributions are rather complex in an immiscible droplet. The
thermal transport is by heat conduction and convection plays only
a minor role. The flow near the free surface is driven by the
well-known Marangoni convection mechanism, which causes the
fluid particle to move from the high to low temperature regions.
The flow inside the inner fluid and near the immiscible interface,
however, is driven by a competing mechanism between the
thermally-induced interfacial surface tension gradient and the in-
ertia force associated the outer fluid layer. During cooling into an
undercooled state, the surface temperature gradients along the free
surface experience a reversal, as a result of surface radiation,
which results in a reversal of the surface flow. During the time
between the surface thermal gradient reversals along the free and
the interfacial surfaces, the flow near the interfacial region is
driven by a complimentary mechanism between the interfacial and
the inertia forces. After the interfacial thermal gradient reversal is
completed, however, the interfacial flows are predominantly
driven by the inertia forces of the outer layer fluid.

Fig. 9 Transient temperature distribution „�T=T−Tmin… along
the surface from „�=−� /2… to „�=� /2…: „a… free surface and „b…
the immiscible interface „Pb-Fe… Fig. 10 Transient fluid flow distribution along the surface from

„�=−� /2… to „�=� /2…: „a… free surface and „b… the immiscible
interface „Pb-Fe…. The velocity is positive in the clockwise di-
rection and negative in the counter clockwise direction.
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Nomenclature
ad ,adi ,ado � radius of a sphere, inner radius of a droplet,

and outer radius of a droplet
C�ri� � geometric coefficient resulting from boundary

integral formulation
Cp � heat capacity

E ,E0 � electric field, applied electric field
F � Force vector from numerical formulation
G � Green function
H � mean curvature

î � Unit vector of ith component
k � thermal conductivity

Mai ,Ma0 � inner, outer Marangoni numbers
Mai= ���� �T ��Tmin−Tmax��Cpadi /�k,
Mao= ���� �T ��Tmin−Tmax��Cpado /�k

n�nr ,nz� � outward unit normal, its r and z components
p � pressure

po � hydrostatic pressure constant
Pr � Prandtl number, Pr��Cpk
Q � net charge on the droplet

Qc � critical charge
Qo � laser beam heat flux constant

r , r̂ ,r � point vector, unit vector, and r coordinate
R � distance measured from the center of the un-

formed droplet
Re0 � Reynolds number, Re0=�Vmax,oado /�
Reel � electric Reynolds number,

Reel= ��0 /��Vmax/ado

t � tangential vector
T ,T� ,Tr � temperature, temperature of surroundings, ref-

erence temperature
TE � Maxwell stress

Tmax,Tmin � maximum and minimum temperatures
�T � difference between Tmax and Tmin
TE � TE= ��n ·���2 /2�nn the Maxwell stress tensor

Vmax,Vmax,0 � maximum velocity, maximum velocity of the
outer layer

u � velocity
ẑ � unit vector of z direction
z � z coordinate

zc � center of mass along the z axis

Greek Symbols
� � thermal expansion coefficient
�0 � permittivity of free surface or region desig-

nated by �2
� � emissivity
� � gradient operator

�AB � mass diffusivity coefficient
� � shape function of velocity
� � electric potential
� � surface tension
� � geometric parameter for elliptical functions
	 � molecular viscosity
� � density
� � shape function of temperature
� � shape function of pressure
� � shape function of molar concentration

� � electrical conductivity
�e � surface charge distribution
�s � Stefan-Boltzmann constant
�̄ � stress tensor
� � computational domain

Subscripts
d � droplet
i � the ith point
l � laser beam
1 � outer layer region inside the droplet
2 � region outside the droplet
3 � inner layer region inside the droplet

Superscripts
i � the ith component
T � matrix transpose
1 � outer layer region inside the droplet
2 � region outside the droplet
3 � inner layer region inside the droplet
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Height Effect on Heat-Transfer
Characteristics of Aluminum-
Foam Heat Sinks
This study investigates and demonstrates the two conflicting effects of the height on the
cooling performance of aluminum-foam heat sinks, under the impinging-jet flow condi-
tion. In addition, the nonlocal thermal equilibrium phenomena are also investigated.
When the H /D (the height to diameter ratio) of the aluminum-foam heat sinks is reduced
from 0.92 to 0.15, the Nusselt number of aluminum-foam heat sinks is found to first
increase and then decrease. The increase in the Nusselt number is caused by the in-
creased percentage of the cooling air reaching the top surface of the waste-heat genera-
tion block, resulting from the reduced flow resistance. The decrease in the Nusselt number
is mainly caused by the reduction in the heat-transfer area between the cooling air and
the solid phase of the aluminum-foam heat sink. As the porosity and pore density de-
crease, the Nusselt number increases and the convective heat transfer is enhanced. The
correlation between the Nusselt and Reynolds numbers for each of the 15 samples studied
in this work is reported. For samples with a H /D�0.31, the temperature difference
between the solid and gas phases of aluminum-foam heat sinks decreases with the in-
crease of the distance from the heated surface. The non-local thermal equilibrium regime
is observed to exist at low Reynolds number and small dimensionless height. On the other
hand, for samples with a H /D�0.31, the temperature difference first increases and then
decreases with the increase of the distance from the heated surface; the maximum tem-
perature difference is located at z /H�0.25 and is independent of the Reynolds number.
�DOI: 10.1115/1.2188461�

Keywords: porous material, aluminum foam, nonlocal thermal equilibrium, Nusselt
number, convective heat transfer, height effect

Introduction
In the convective cooling processes of electronic components

with metal-foam heat sinks, the waste heat generated by the elec-
tronic components passes through the metal foam, and then
mostly dissipates in a convective manner into the air �a small part
of waste heat is transferred to the air by means of radiation�. The
increase in height of metal-foam heat sinks will increase the gas-
solid interfacial heat-transfer area and result in a better cooling
performance. On the other hand, the increase in height of porous
heat sinks will increase the flow resistance, reduce the percentage
of the cooling gas reaching the heated surface and result in a
worse cooling performance. Considering these two conflicting ef-
fects of height increase, it is evident that there must be a height for
the best cooling performance of a particular type of the metal-
foam heat sink.

In the past, most of the studies on metal-foam heat sinks were
devoted to the investigation of enhanced heat-transfer characteris-
tics, with little emphasis on the effect of flow resistance on the
heat-transfer performance. Chao and Li �1� reported a significant
improvement in power dissipation when a commercial pin-fin sink
was replaced with an aluminum-foam heat sink under forced con-
vective cooling condition. Chou and Yang �2� also showed that the
overall heat-transfer coefficient of aluminum foam with 91.4%
porosity was reported to be 25% higher than that for a conven-
tional finned array at an air speed of 3.6 m/s. In the work of Lee
et al. �3�, a dissipating power of 100 W for a 1 cm2 chip with an
aluminum metal-foam heat sink and a low-power muffin fan was
demonstrated. Izadpanah et al. �4� showed that the effect of natu-

ral convection is negligible, and that forced convection is the main
mechanism of heat transfer over the range of operating conditions
in their investigation.

The effect of flow resistance on the cooling performance of
metal-foam heat sinks has rarely been studied. Seo et al. �5� re-
ported that when the air is flowing in a channel half filled with an
aluminum-foam heat sink, there is only 28–37% of the air flowing
through the aluminum-foam heat sink due to higher flow resis-
tance of the aluminum-foam heat sink. When the percentage of the
air flowing through the aluminum-foam heat sink is increased, the
heat-transfer performance is also increased.

The thermal analysis of metal-foam heat sinks has started to
receive a fair amount of attention recently in theoretical studies
�6–8�. The analyses of the local thermal equilibrium �LTE� con-
dition in porous media �Sozen and Vafai �9�, Amiri and Vafai �10�,
Hwang and Chao �11�, Hwang et al. �12�, Hsieh and Lu �13�� have
shown that the assumption of LTE usually leads to an unaccept-
able error, due to the large difference in their thermal conductivi-
ties. The necessity of considering the temperature difference be-
tween the solid metal foam and the air has been demonstrated by
various theoretical and numerical studies as discussed above.
However, the experimental measurement of the temperature dif-
ference of the gas and the solid phases in order to further inves-
tigate these phenomena and provide data for model validation has
rarely been carried out.

Recently, Hsieh et al. �14� performed an experimental study to
measure the Nu, and the temperature distributions of the gas and
the solid phases at the circumferential edge of six types of
aluminum-foam heat sinks under forced convective cooling con-
ditions. The effects of the porosity and the pore density of alumi-
num foam, and the air velocity on Nu and the temperature distri-
butions, were also investigated in this work. In addition, the
existence of a non-local thermal equilibrium �NLTE� condition
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within the aluminum-foam heat sink was discussed as well, based
on the deduced temperature difference between the gas and the
solid phases of aluminum-foam heat sinks. The height effect on
the heat-transfer characteristics, however, was not discussed in
their work.

In the cooling process of aluminum-foam heat sinks, the heat-
transfer area and the flow resistance are the two main factors that
influence the heat-transfer performance. Following the study of
Hsieh et al. �14�, this study systematically changes the height of
the aluminum-foam heat sinks to investigate the height effect on
the cooling performance. At the same time, the effects of the
porosity and the pore density of aluminum foam, as well as the air
velocity on Nu and the solid- and gas-temperature distributions
are investigated experimentally. In addition, the existence of a
NLTE condition within the aluminum-foam heat sink is discussed
based on the deduced temperature differences between the gas and
the solid phases of the aluminum-foam heat sinks.

Materials and Methods
Five types of aluminum-foam heat sinks �Duocel®, Alloy 6101,

ERG Materials and Aerospace Corporation�, as shown in Table 1,
are used in this study. Figure 1 is the micrograph of an aluminum-
foam heat sink, showing the dimensions and axes. Samples 1, 3

and 5 are used for studying the pore-density effect, and samples 2,
3, and 4, for the porosity effect. In order to study the influence of
the height of aluminum-foam heat sinks on the heat-transfer char-
acteristics, samples 2-1–2-7 were made of the same aluminum
foam but with different dimensionless heights. All other samples
have two different dimensionless heights, H /D=0.92 and 0.31.
The measurement of the mean pore diameter �dp� and the equiva-
lent spherical diameter �Dp� was achieved according to the
method used in Refs. �15,16�.

Figure 2 shows the schematic diagram of the experimental ap-
paratus used in this study for the measurement of heat-transfer
characteristics of aluminum-foam heat sinks. The flow straight-
ener within the inlet air pipe �diameter=65 mm, length=50 mm�
consists of stacked foam sponges. At the inlet of the aluminum
foam, the temperature and pressure of the air are measured with a
k-type thermocouple and a pressure transducer �Validyne pressure
transducer, 0.5% accuracy�, respectively, to determine the condi-
tion of the inlet air.

Each aluminum-foam heat sink is composed of a piece of alu-
minum foam and a base plate. The diameter of the aluminum
foam is 65 mm. The base plate is made of 3-mm-thick aluminum.
During the tests, the waste heat is generated by a waste-heat gen-
erating block, which consists of a 20-mm-thick circular copper
plate with a diameter of 65 mm and an electric heating tape,
which is attached to the bottom of the copper plate as shown in

Table 1 Properties of aluminum foam used in this study

Sample
No.

PPI
�pore/inch� Porosity

Mean pore
diameter,
dp �m�

Equivalent
spherical

diameter, Dp
�m�

Ka

�W/m K�
H

�mm� H /D

1-1 10 0.92 1.19�10−3 1.59�10−4 5.89 60 0.92
1-2 10 0.92 1.19�10−3 1.59�10−4 5.89 20 0.31
2-1 20 0.87 8.27�10−4 1.85�10−4 8.32 60 0.92
2-2 20 0.87 8.27�10−4 1.85�10−4 8.32 50 0.77
2-3 20 0.87 8.27�10−4 1.85�10−4 8.32 40 0.62
2-4 20 0.87 8.27�10−4 1.85�10−4 8.32 30 0.46
2-5 20 0.87 8.27�10−4 1.85�10−4 8.32 20 0.31
2-6 20 0.87 8.27�10−4 1.85�10−4 8.32 15 0.23
2-7 20 0.87 8.27�10−4 1.85�10−4 8.32 10 0.15
3-1 20 0.94 8.14�10−4 8.49�10−5 4.95 60 0.92
3-2 20 0.94 8.14�10−4 8.49�10−5 4.95 20 0.31
4-1 20 0.96 8.00�10−4 5.26�10−5 3.55 60 0.92
4-2 20 0.96 8.00�10−4 5.26�10−5 3.55 20 0.31
5-1 40 0.94 6.85�10−4 7.14�10−5 4.50 60 0.92
5-2 40 0.94 6.85�10−4 7.14�10−5 4.50 20 0.31

aReference 19.

Fig. 1 A photo of the aluminum-foam heat sink showing the
dimensions and axes „sample 1-1, 10 PPI, �=0.92, H=60 mm,
D=65 mm…

Fig. 2 Experimental apparatus for the measurements of heat
transfer characteristics of aluminum-foam heat sinks

Journal of Heat Transfer JUNE 2006, Vol. 128 / 531

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 2. Three thermocouples for the measurement of temperature
are placed in the groves at the top surface of the copper plate. Two
thermocouples are installed in positions symmetric to the center of
the copper plate, and on a radius of 30 mm from the center. The
third one is also installed 30 mm away from the center but at a
90° angle to the other two thermocouples. Due to the highly con-
ductive nature of the copper plate, the measured temperatures
from the three thermocouples are within 0.15%, and therefore, the
values of temperatures reported later in this paper are the average
temperatures measured from the three thermocouples. For that
reason, the deduced Nusselt number based on this average number
represents the overall thermal performance of aluminum-foam
heat sinks.

In measuring the solid- and gas-phase temperatures of the heat
sink, six k-type thermocouples are positioned at equal spacing
along a z-direction line, 0.1 cm away from the perimeter of the
aluminum foam. These thermocouples measure the temperature
profile of the air exiting the aluminum foam. Another set of six
k-type thermocouples are silver glued �also at equal spacing in the
z direction� at the perimeter of the solid-phase portion �aluminum
portion� of the aluminum foam, for measuring the solid-phase
temperature. The diameter of the insulated thermocouple wire is
1 mm. In silver gluing the thermocouple to an aluminum-foam
heat sink, the silver epoxy �Loctite Corporation, 3880, thermal
conductivity=4 W/m K� is applied to the contacting area between
the thermocouple and the aluminum-foam heat sink after they
have been positioned in contact with each other on a working
plate. Afterwards, the silver epoxy is cured by putting the working
plate with the thermocouple and the aluminum-foam heat sink in a
furnace �Lindberg/Blue M� and going through a curing tempera-
ture cycle �heating at 8°C/min until 150°C, maintaining at
150°C for 40 min, and then cooling in the furnace�. Based on the
post-test examination, the thickness of the silver epoxy is ob-
served to be less than 0.1 mm. The associated interface thermal
resistance is estimated to be about 4°C/W. By considering the
heat losses through the thermocouple wire and the insulation
layer, the heat transfer across the silver epoxy interface is about
8�10−4 W. The temperature measurement error based on the es-
timated interface thermal resistance and heat transfer across the
silver epoxy interface is about 3�10−3°C. During a test, the
amount of air flow is regulated by a valve, and the flow is straight-
ened by the flow straightener installed in the air inlet pipe before
entering the test section. With the valve in the open position, the
power is turned on to the heating tape, and the heat conducts to
the porous heat sink through the copper plate. The readings of the
thermocouples, used to measure solid- and gas-phase tempera-
tures, are recorded when the steady-state condition has been
reached. The power to the heating tape is then turned off, and the
flow rate of the air is increased so as to cool down the porous heat
sink until it reaches the ambient temperature. This procedure is
repeated for all samples of porous heat sink at each flow rate. For
examining the repeatability of the experiments, the tests are re-
peated three times at each flow rate for samples 1 and 5. A good
agreement is found in these tests at each air flow rate. The maxi-
mum difference in the measurement of the solid- and gas-phase
temperature between these repeated tests for samples 1 and 5 is
4.8% and Nu, 2.4%. Due to the demonstrated good repeatability
of the experiments, one test is performed for the other samples at
each flow rate.

In this study, the Nu defined below is measured experimentally

NuDp =
hDp

k
�1�

and

h = q/�A�TCu − Tin�� �2�

where h is the convective heat transfer coefficient, Dp the equiva-
lent spherical diameter of porous media, k the effective thermal

conductivity of the aluminum foam, q the waste-heat transfer rate,
A the base area of the aluminum-foam heat sink, TCu the surface
temperature of the waste-heat generating block �i.e., the surface of
copper plate�, and Tin the temperature of the inlet air. In this paper,
the Nusselt number is defined in order to evaluate the ratio of the
convective heat transfer to the conductive heat transfer �including
the conduction through the air and the aluminum� of the
aluminum-foam heat sink. The effective thermal conductivity
used in this study is a property evaluating the ability of the alu-
minum foam to conduct the heat through the gas �air� and solid
�aluminum� phases of the aluminum foam under a no flow condi-
tion. Thus, following the works by Bhattacharya and Mahajan
�17� and Calmidi and Mahajan �18�, the effective thermal conduc-
tivity, including the contributions from the conductivity of both
the air and the aluminum, is used in Eq. �1� to calculate the Nus-
selt number. The effective thermal conductivity of the aluminum
foams is calculated from the correlation developed by Calmidi
and Mahajan �19�. The correlation was obtained by averaging the
heat transfer through the complex structure of the aluminum foam,
and verified experimentally. The aluminum foams used in this
work and Calmidi and Mahajan �19�, were supplied by the same
corporation. The accuracy of the correlation is 3.6%.

In determining the convective heat transfer coefficient h, Eq.
�2� is used with the substitution of the measured Ts. In Eq. �2�, q
is the waste-heat transfer rate, and is equal to the subtraction of
heat loss through the thermal insulation brick from the heat gen-
erated by the heating tape. The heat loss through the thermal in-
sulation brick is a function of the temperature difference between
the top surface of the waste-heat generating block and the ambi-
ent, obtained by the following procedures �14�.

Figure 3 shows the experimental apparatus for the measurement
of heat loss through the insulation brick at different �TCu−T��,
where TCu is the top surface temperature of the copper plate and
T� is the temperature of the ambient �14�. The experimental ap-
paratus is the same as the one used for Nu measurement described
above, except that the aluminum-foam heat sink is removed from
the apparatus. As shown in Fig. 3, the heating tape is powered by
a dc power supply. A FLUKE Hydra Series II records the top-
surface temperature of the copper plate Ts and the ambient tem-
perature T�. The copper plate and the heating tape are placed
within the thermal insulation bricks made of alumina �Al2O3
+Si2O2+Fe2O3, bulk density �0.9 g/cm3, porosity �0.8, thermal
conductivity at 350°C�0.314 W/m°C�. The temperatures of the
top surface of the copper plate and the ambient are both measured
under natural convection and steady-state condition. The heat loss
through the insulation brick at different �TCu−T�� is calculated by
the equations given below

qLoss = qin − qNatural �3�

qin = IV �4�

qNatural = h̄A�TCu − T�� �5�

where qloss is the heat loss through the alumina brick to the am-
bient; qNatural is the heat transfer through natural convection from

the top surface of the copper plate to the ambient; h̄ is the average
natural convective heat transfer coefficient at the top surface of
the copper plate �20�; A is the top surface area of the copper plate;
TCu is the top-surface temperature of the copper plate, which
ranges from 317 to 380 K in this study; T� is the temperature of
the ambient; qin is the power generated by the heating tape; I and

Fig. 3 Apparatus for measuring heat loss
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V are the input dc current and voltage, respectively. The correla-
tion between heat loss and temperature difference of the copper
plate and ambient deduced from the experimental data is

qloss = 1.26 � 10−7�TCu − T��3 − 3.9 � 10−6�TCu − T��2

+ 7.61 � 10−2�TCu − T�� + 0.179 �6�
The standard error of the estimate of the correlation �21� is less

than 5.8%. When estimating the heat loss through the heat insu-
lation brick, the measured Ts and T� during an experiment of the
Nu measurements are substituted into Eq. �3�. The result shows
that the heat loss is a function of the temperature difference be-
tween the top surface of the waste-heat generating block and the
ambient. The heat loss is about 6.6–10% of the input power.

The uncertainties of the experimental apparatus used in this
experiment are obtained from the apparatus suppliers. Tempera-
ture reader �Fluke Hydra II� has an uncertainty of ±0.45 K. The
flow meter calibrated by the manufacturer has a volumetric flow
accuracy of ±0.05%. The power supply has a current uncertainty
of ±0.2%. The size precision is ±0.02 mm. The uncertainty of the
thermocouple, which is calibrated with a resistance temperature
detector �RTD� �Omega PR-11, accuracy: ±0.35 K at
273.15–373.15 K�, is±0.25%. The uncertainties of deduced data
are determined with the t distribution under a confident level of
0.95 �22,23�. The degree of freedom is determined by the number
of test data. The uncertainty of the temperature measurement is
±1.34% –2.42%. The pressure measurement has an uncertainty of
±3.3%. The power measurement has an uncertainty of ±0.1%. The
uncertainty of the velocity is about ±3.8% –15.8%. The uncertain-
ties for the Reynolds number and heat transfer coefficient are
±3.0% –15.4% and ±11.3% –12.3%, respectively.

Results and Discussion
To analyze the heat transfer phenomena of aluminum-foam heat

sinks for electrical devices, this work experimentally measures the
temperature distribution of air and aluminum foam, and the sur-
face temperature of the waste-heat generating block. The Nusselt
number and dimensionless temperatures are deduced from the
measured data.

Figure 4 shows the effect of the Reynolds number on the Nus-
selt number for samples 2-1–2-7. The definitions of the Reynolds
number is given as

ReDp =
�UDp

�
�7�

In the heat-transfer process of aluminum-foam heat sinks, the
decrease in height of a heat sink will decrease the gas-solid inter-
facial heat-transfer area and result in a worse cooling perfor-
mance. On the other hand, the increase in the height of the heat
sink would increase the flow resistance and force the cooling air
to go radially outwards, exiting from the heat sink. This would
reduce the percentage of the cooling air reaching the top surface
of the waste-heat generation block, resulting in a worse cooling
performance. Samples 2-1–2-7 are the same aluminum-foam heat
sinks with different dimensionless heights. In Fig. 4, it is noted
that the Nusselt number increases with the decrease of the dimen-
sionless height of aluminum—foam heat sinks until H /D=0.23,
and then the Nusselt number decreases. The increase in the Nus-
selt number is caused by the increased percentage of the cooling
air reaching the top surface of the waste-heat generation block,
resulting from the reduced flow resistance. The decrease in the
Nusselt number is mainly caused by the reduction in the heat-
transfer area between the cooling air and the solid phase of the
aluminum-foam heat sink. For this particular sample, it is evident
that the dimensionless height for the maximum cooling perfor-
mance is at H /D=0.23. It is also evident that the Nusselt number
increases as the Reynolds number increases due to the higher
mass flow rate taking away more heat.

Figure 5 shows the effect of the Reynolds number on Nu for
heat sinks with different pore densities and two different dimen-
sionless heights, H /D=0.92 and 0.31.

The results in Fig. 5 show that the Nusselt number increases
with the increase in the Reynolds number and the decrease in the
pore density. The decrease of the dimensionless height will in-
crease the Nusselt number about 2.2–2.9 times due to the de-
creased flow resistance as the dimensionless height decreases.
Figure 6 shows the effect of the Reynolds number on Nu for heat
sinks with different porosities and two different dimensionless
heights, H /D=0.92 and 0.31. From Fig. 6, it is noted that the
Nusselt number increases with the increase in the Reynolds num-
ber and the decrease in porosity. The decrease in dimensionless
height will increase the Nusselt number about 2.1–2.9 times due
to the decreased flow resistance as the dimensionless height de-
creases.

Based on the experimental results shown in Figs. 4–6 a corre-

Fig. 4 Effect of Reynolds number on the Nusselt number for
samples 2-1–2-7

Fig. 5 Effect of Reynolds number on Nu for heat sinks with
different pore densities and heights

Journal of Heat Transfer JUNE 2006, Vol. 128 / 533

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lation between the Nusselt and Reynolds numbers for each sample
is obtained by a least-square fitting method. The correlation is
expressed in the form of the following equation

NuDp = a ReDp
b �8�

The coefficients, a and b, of Eq. �9� are tabulated in Table 2.
The standard error of estimate, Se, is defined as �21�

Se =��
i

n

�Nui − Nupred,i�2/�n − 2� �9�

where n is the number of data point, n−2 is the degree of free-
dom, Nui the ith data point of measured Nusselt number, and
Nupred,i the calculated Nusselt number by Eq. �8�. The result
shows that the fit is in good agreement with measured Nu.

In order to demonstrate the enhanced heat transfer by the metal
foams, the comparison of the results from this work and the re-
sults of air impinging on a flat surface by Lee and Lee �24� is
given in Fig. 7. In addition, the results from the studies of the
forced convective heat transfer in sintered porous plate channels

�25,26� are also compared in Fig. 7. The correlation between the
average Nusselt number and the Reynolds number for the imping-
ing jet is shown as follows �24�

NuDe = 0.203 ReDe
0.635 �H/De�−0.0968 �10�

Following the notation used in �24�, the Nusselt and the Rey-
nolds numbers in Fig. 7 are based on the hydraulic diameter and
gas conductivity, as shown in the following

NuDe =
hDe

kf
�11�

ReDe =
�UDe

�
�12�

The results in Fig. 7 show that the use of metal foams would
enhance the heat transfer significantly. The Nusselt number with
metal foams is about 6.5–20.4 times larger than that with an im-
pinging jet alone. The dependence of NuDe on ReDe is similar for
both studies; the NuDe increases with the increase of ReDe. On the
other hand, the effect of the height is different. For an impinging
jet, the NuDe increases monotonically with the decrease of the
height of the jet �as indicated by Eq. �9��. For this particular type
of aluminum-foam heat sink discussed in Fig. 7, the NuDe has a
maximum value at H /D=0.23 as shown in Fig. 4.

Figure 7 also shows the comparison of the results from the
present study and the studies of the forced convective heat transfer
in sintered porous plate channels �25,26�. As shown in Fig. 7,
though the flow pattern and materials are different, the measured
NuDe is in the same order of magnitude. The NuDe for sintered
porous plate channels shows a higher ReDe dependence than that
for the axisymmetric aluminum-foam heat sink of this work.

In order to investigate the local thermal equilibrium phenomena
of aluminum-foam heat sinks, the temperatures of the solid and
gas phases at the perimeter of the heat sinks are measured at
different Reynolds numbers. The results are shown in Figs. 8�a�
and 8�b�. The dimensionless temperatures of the solid and gas
phases are defined, respectively, as

�s =
Ts − Tin

q̇H/k
�13�

Fig. 6 Effect of Reynolds number on Nu for heat sinks with
different porosities and heights

Table 2 Coefficients of the correlations between NuDp and
ReDp „*: from Ref. †21‡…

Sample
No.

NuDp=aReDp
b

a b Se
*

1-1 1.34�10−3 3.81�10−1 7.60�10−5

1-2 2.49�10−3 4.56�10−1 1.45�10−4

2-1 1.38�10−3 3.77�10−1 1.03�10−4

2-2 1.36�10−3 4.30�10−1 6.44�10−5

2-3 1.75�10−3 4.47�10−1 1.00�10−4

2-4 2.17�10−3 4.52�10−1 1.34�10−4

2-5 2.35�10−3 4.56�10−1 1.49�10−4

2-6 2.58�10−3 4.34�10−1 5.61�10−5

2-7 2.31�10−3 3.99�10−1 6.58�10−5

3-1 9.04�10−4 4.20�10−1 5.60�10−5

3-2 1.96�10−3 5.00�10−1 1.15�10−4

4-1 9.04�10−4 4.20�10−1 5.60�10−5

4-2 1.96�10−3 5.00�10−1 1.15�10−4

5-1 7.53�10−4 4.55�10−1 4.52�10−5

5-2 1.88�10−3 4.44�10−1 7.25�10−5

Fig. 7 Comparison of NuDe from the present study, Lee and
Lee †24‡, Jiang et al. †25‡, and Hwang and Chao †26‡
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� f =
Tf − Tin

q̇H/k
�14�

In Figs. 8�a� and 8�b�, the dimensionless solid and fluid tempera-
tures are noted to decrease with the increase of the Reynolds
number and the distance away from the heated base plate. Near
the air inlet �where z /H=1�, the dimensionless gas temperatures
of samples 2-1 and 2-5, as shown in Fig. 8�b� are very close to the
inlet air temperature under different Reynolds numbers. On the
other hand, the dimensionless solid-phase temperature of sample
2-1 �H /D=0.92� as shown in Fig. 8�a� is lower than that of
sample 2-5 �H /D=0.31�. This is caused by the dimensionless
height difference of these two samples. Sample 2-1 is much longer
than Sample 2-5, and the heat is carried away before it reaches the
top of the aluminum foam, resulting in the temperature at the top

of sample 2-1 being very close to the air inlet temperature, and
lower than that of sample 2-5.

Since the heat is conducted to the aluminum-foam heat sink
from the heated base plate, the heat exchange between the solid
and the gas phases can be investigated by observing the tempera-
ture difference near the base plate. The effect of the Reynolds
number on the distribution of the dimensionless temperature dif-
ference of sample 2-5 is shown in Fig. 9. The definition of the
dimensionless temperature difference is given below

�� = �s − � f �15�
From Fig. 9, we can find that the temperature difference de-

creases with the increase of the Reynolds number. There is a
maximum temperature difference located at z /H=0.25 or 0.45.
This indicates that the non-local thermal equilibrium condition is
very significant at this location.

Figure 10 shows the height effect on the distribution of dimen-
sionless temperature difference. When the dimensionless height of
the sample is less than or equal to 0.31, it is noted that there is a
maximum temperature difference located at 0.25	z /H	0.45. At

Fig. 8 „a… Effect of Reynolds number on the distributions of
dimensionless solid temperature of samples 2-1 and 2-5. „b…
Effect of Reynolds number on the distributions of dimension-
less gas temperature of samples 2-1 and 2-5.

Fig. 9 Effect of Reynolds number on the distributions of di-
mensionless temperature difference of sample 2-5

Fig. 10 Height effect on the distribution of dimensionless tem-
perature difference
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the boundary between the aluminum foam and the aluminum base
plate, the temperatures of the solid phase of the aluminum foam
and the air should be theoretically equal to the surface temperature
of the aluminum base plate, and are very close to each other. This
is due to the continuous temperature boundary condition at the
surface and the uniform temperature distribution of the aluminum
base plate caused by its highly conductive nature. As the distance
from the surface of the aluminum base plate is increased, the air
velocity is increased. The increased air velocity would increase
both the local mass flux of the air and the convective heat-transfer
coefficient between the solid phase of the aluminum foam and the
air. The rate of increase of the mass flux �which is linearly pro-
portional to the velocity� is, however, larger than that of the con-
vective heat-transfer coefficient between the solid phase of the
aluminum foam and the air �which is usually proportional to the
velocity raised to a power less than one�. This would result in a
lower air temperature and an increased temperature difference be-
tween the solid phase of the aluminum foam and the air, though
the heat transfer between the solid phase and the air increases. The
temperature difference between the solid phase of the aluminum
foam and the air would reach a maximum as the distance from the
surface of the aluminum base plate is further increased, and then
the temperature difference starts to decrease caused by the re-
duced temperature of the solid phase as its heat is taken away by
the air.

In Fig. 10, the non-monotonic variation of temperature differ-
ence can be clearly observed from the measured data for the
sample with a dimensionless height equal to 0.31 or 0.25. It is also
observed that the location of the maximum temperature moves
closer to the surface of the aluminum base plate as the dimension-
less height of the sample increases. Due to the insufficient spatial
resolution of the temperature measurement for samples with a
dimensionless height larger than 0.31 in this study �temperature
measurements are conducted at six locations spaced equally along
the z direction�, the detailed temperature distributions near the
surface were not obtained and the nonmonotonic variation of tem-
perature difference was not observed for these samples in Fig. 10.

The Reynolds number and the spatial location are the two main
factors affecting the local thermal equilibrium condition between
the solid and the air. Figures 11�a� and 11�b� show the effects of
these two factors on the difference of dimensionless temperatures
for samples 2-1 and 2-5, respectively. It can be seen that the
temperature difference decreases with the increase in the Rey-
nolds number and the dimensionless height for sample 2-1. On the
other hand, there is a maximum temperature difference at z /H
=0.25 for sample 2-5 as shown in Figs. 9 and 10. In modeling the
heat-transfer processes of porous materials, according to �27�, the
effect of a non-local thermal equilibrium between the solid and
the fluid should be considered when the temperature difference
between the two phases exceeds 5%, and the assumption of a local
thermal equilibrium is no longer valid. According to this 5% tem-
perature difference, the boundary between the local thermal equi-
librium regime and the non-local thermal equilibrium regime is
plotted in Figs. 11�a� and 11�b�. For sample 2-1, it is noted that
the local thermal equilibrium regime is located at the high Rey-
nolds number and large dimensionless height �top/right� portion of
the figures, and that the non-local thermal equilibrium regime is
located at the low Reynolds number and small dimensionless
height �bottom/left� portion of the figures. For sample 2-5, the
non-local thermal equilibrium regime occupies most of the region
in Fig. 11�b�.

Summary and Conclusions
This study investigates and demonstrates the two conflicting

effects of the height on the cooling performance of aluminum-
foam heat sinks, under the impinging-jet flow condition. Results
indicate that the decrease in the height of aluminum-foam heat
sink would first increase and then decrease the cooling perfor-
mance of the aluminum-foam heat sink. On the one hand, the

increase in the cooling performance is caused by the increased
percentage of the cooling air reaching the top surface of the
waste-heat generation block, resulting from the reduced flow re-
sistance. On the other hand, the decrease in the cooling perfor-
mance is mainly caused by the reduction in the heat-transfer area
between the cooling air and the solid phase of the aluminum-foam
heat sink. Though many theoretical studies have demonstrated the
importance and necessity in considering the non-local thermal
equilibrium phenomenon for simulating the heat transfer of po-
rous materials, experimental data are rare in the literature. This
work provides the much needed experimental data of the tempera-
ture difference between the gas and the solid phases for better
understanding the non-local thermal equilibrium phenomenon and
for validating theoretical models. For samples with a dimension-
less height �0.31, the non-local thermal equilibrium regime was
observed to exist at the low Reynolds number and small dimen-

Fig. 11 „a… Effects of the Reynolds number and the height on
the dimensionless temperatures difference for sample 2-1. „b…
Effects of the Reynolds number and the height on the dimen-
sionless temperature difference for sample 2-5.
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sionless height. On the other hand, for samples with a dimension-
less height �0.31, the non-local thermal equilibrium regime ex-
isted at most of the Reynolds numbers and at any height.
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Nomenclature
D 
 pipe diameter of the air inlet pipe and diameter

of aluminum-foam heat sink, m
DP 
 equivalent spherical diameter of porous media,

m
De 
 hydraulic diameter, m
dp 
 mean pore diameter, m

h̄ 
 mean convective heat transfer coefficient,
W/m2-°C

H 
 height of the test section, m
k 
 effective thermal conductivity, W/m-°C
n 
 number of data points

Nu 
 nusselt number
PPI 
 pores per inch

q 
 waste heat transfer rate, W
q̇ 
 heat flux through the bottom of aluminum-

foam heat sink
r 
 position along r direction, m

Re 
 Reynolds number
Se 
 standard error of estimate
T 
 temperature, K
U 
 average entrance velocity, m/s
z 
 position along axial direction, m

Greek Symbols
� 
 viscosity
� 
 porosity
� 
 difference


Subscripts
air 
 air properties

e 
 estimate
f 
 fluid

in 
 inlet condition
I 
 electric current, A
s 
 solid
V 
 voltage
W 
 wall
� 
 ambient condition
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Modeling of Heat Transfer in
Low-Density EPS Foams
Expanded polystyrene (EPS) foams are one of the most widely used thermal insulators in
the building industry. Owing to their very low density, both conductive and radiative heat
transfers are significant. However, only few studies have already been conducted in the
modeling of heat transfer in this kind of medium. This is due to their complex porous
structure characterized by a double-scale porosity which has always been ignored by the
previous works. In this study, we present a model of one-dimensional steady state heat
transfer in these foams based on a numerical resolution of the radiation-conduction
coupling. The modeling of the conductive and radiative properties of the foams takes into
account their structural characteristics such as foam density or cell diameter and permits
us to study the evolution of their equivalent thermal conductivity with these characteris-
tics. The theoretical results have been compared to equivalent thermal conductivity mea-
surements made on several EPS foams using a flux-meter apparatus and show a good
agreement. �DOI: 10.1115/1.2188464�

Keywords: EPS foams, equivalent thermal conductivity, radiation/conduction coupling,
radiative properties

1 Introduction
Among all the different porous media used for the building

thermal insulation, expanded polystyrene �EPS� foams are the
most widely sold after glass wools. They represent approximately
25% of the total building insulation market. Indeed, they are very
convenient to manipulate due to their mechanical properties
�lightness and stiffness�, relatively cheap, and have good thermal
performances. They are generally classified among the cellular
materials but their porous structure is, in fact, more complex than
a simple cellular matrix. This structure is characterized by a
double-scale porosity as a result of their production process. Ow-
ing to their very low density comprised between 10 and
30 kg/m3, both conductive and radiative transfers are significant,
leading to a coupling between these two modes of heat transfer.

Numerous studies have dealt with radiative and conductive heat
transfer through porous materials as reported by Baillis and Saca-
dura �1�. Fibrous materials have been the most widely studied. We
can cite as examples, the work of Lee �2�, Jeandel et al. �3� on
silica fibers, Milos and Marschall �4� on rigid fibrous ceramic
insulation or Milandri �5�. Other researchers worked on glass
foams �Fedorov and Viskanta �6��, carbon foams �Baillis �7��
packed beds �Kaviany and Singh �8�, Kamiuto �9�, Coquard and
Baillis �10��, cellular foams �Glicksman et al. �11�� or metallic
foams �Calmidi and Mahajan �12��. However, only few studies
have already been conducted in the modeling of heat transfer in
EPS foams.

Glicksman et al. �11� proposed a general study of radiative and
conductive transfer through cellular foam insulation but they only
consider materials with homogeneous cellular structure composed
of cells struts and windows and with densities much greater than
EPS foams. Kuhn et al. �13� studied more precisely heat transfer
through EPS foams but they also considered that their cellular
structure is homogeneous and thus, neglected the influence of
macroscopic porosities. Moreover, this study was especially inter-
ested in EPS foams with relatively high density and did not show
good agreements with experimental measurements for foams with
lower densities. Finally, Quenard et al. �14� proposed another
simple model which takes into account more precisely the real

porous structure of EPS foams and, noticeably, their double-scale
porosity for the conduction calculation. All of these studies ne-
glected the coupling between radiative and conductive transfer
and used Fourier’s law and Rosseland approximation to treat con-
ductive and radiative transfer, respectively. Moreover, they always
considered that the cellular material forming the foam is made of
dodecahedric cells.

In the present study, we propose a new approach to treat the
total heat transfer in low density EPS foams based on a numerical
resolution of the conduction-radiation coupling. The modeling of
the radiative and conductive properties, required for the numeric
calculation, take into account the particular structure of EPS
foams, notably their double scale porosity. Moreover, our model
permits us to analyze the influence of the shape of the cells form-
ing the cellular materials contained in EPS beads, as we both take
into account dodecahedric and cubic shapes. First, we describe the
particular porous structure of EPS foams. Then, we present pre-
cisely the model proposed. Thereafter, the results of our model are
analyzed in order to investigate the evolution of the thermal per-
formances of the foam with its structural parameters. Finally, we
check the validity of these theoretical results by comparing the
equivalent thermal conductivity of several EPS foams, measured
by a guarded hot plate apparatus, with those predicted by our
model.

2 Description of the Structure of EPS Foams
As was explained before, expanded polystyrene foams are gen-

erally classified among the cellular materials. However, contrary
to other foams like polyurethane �PU� foams, their structure is
more complex than a simple cellular matrix. This particular struc-
ture is directly due to their production process.

Indeed, EPS foams are made from weakly porous cellular poly-
styrene beads containing pentane as expanding agent. At the be-
ginning of the process, the diameter of these spherical beads is
lower than 1 mm and they are perfectly independent from each
other. They are expanded first �preexpansion� by simply injecting
steam in order to noticeably increase their porosity. Thereafter,
they are placed in a closed container and undergo a second expan-
sion. During this second expansion, they are compressed together
and thus deformed, and mechanical bonds are created between
neighboring beads. At the end of the second expansion, the mate-
rial is presented in the form of a unique rigid porous piece from
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which slabs can be cut up and used for the thermal insulation of
walls. The diameter of the beads at the end of the second expan-
sion is between 3 and 6 mm.

As a result of this production process, EPS foams are charac-
terized by a double-scale porosity. Indeed, as shown on the pho-
tograph of Fig. 1, the porous structure of EPS foams is not homo-
geneous and is, in fact, composed of two different types of pores:

• cellular pores with regular shape, contained in the beads,
• pores with irregular shape, formed during the second expan-

sion of the cellular beads corresponding to the interparticle
space.

The order of magnitude of the size of the pore contained in the
beads is approximately 100 �m, whereas it is approximately 1 to
several mm for the pores formed during the second expansion.
Then, subsequently, we will use the terms “microporosity” and
“macroporosity,” respectively, to make a distinction between the
two types of pores.

The macroporosity �interbead due to the interparticle space
formed during the second expansion varies between 4% and 10%
for the standard EPS foams. Generally, the lower the density of
the foam is, the lower the macroporosity is. The diameter Dbead of
the compressed beads is relatively homogeneous in the foam and
we will assume afterwards that all the beads in a given foam have
the same diameter.

The characteristic macroscopic structure of the EPS foams
could be accurately reproduced by considering that the foam is an
arrangement of overlapping spherical particles representing the
compressed beads. The distance d between the center of two
neighboring particles is shorter than their diameter. This distance
depends on the expansion rate of the beads during the second
expansion and is related to the macroporosity �interbead. The con-
tact area between two neighboring particles is assumed perfectly
plane and is located on the intersection plane of the two spheres as
shown in Fig. 1.

We can check in this figure that the morphology of the arrange-
ment of spherical particles obtained perfectly matches the macro-
scopic structure of real EPS foam. In particular, the shape of the
macropores is well reproduced.

As regards the cellular medium contained in the compressed
beads, its porosity �cell is very high and varies approximately be-
tween 97% and 99%. The shape and the size of the cells are
relatively homogeneous as can be seen in Fig. 1�b�. Therefore, we
will assume subsequently that all the cells belonging to the same
foam have the same dimensions.

Most of the previous researchers who dealt with the internal
morphology of EPS foams like Quenard et al. �14� and Kuhn et al.
�13� assumed that the cellular medium has a dodecahedral shape
�see Fig. 2�. Thus, each cell is composed of 12 pentagonal win-
dows of polystyrene joined by their edge. The cellular material is
then perfectly closed. Owing to the high porosity of the cellular
medium, the thickness of the faces is negligible when compared to
their size. We will make the same assumption as Kuhn et al. �13�
and consider that this thickness is constant all over the surface

area of the windows. Finally, in lots of cellular materials, one can
notice the presence of heaps of matter at the junction of two
cellular faces like in PU foams. These so-called “cells struts” are
thicker than the faces. Kuhn et al. �13� and Quenard et al. �14�
took them into account for evaluating the conductive and radiative
properties of their EPS foams. However, in the case of low-
density EPS foams, as a result of the very high porosity of the
cellular medium, they are very small and we can neglect them.
Thus, the entire polymer is supposed to be contained in the pen-
tagonal windows.

To quantify the dimensions of the cells, we use the parameter
Dcell, called the mean cell diameter, corresponding to the distance
between two opposite windows of the same cell �see Fig. 2�. The
volume Vdode of the cell is related to this diameter by the follow-
ing relation

Vdode � 0.427 � Dcell
3 �1�

The height twin of the pentagonal windows forming the cells
�see Fig. 2� is also related to Dcell

twin =
Dcell

2 � sin�116.56°

2
� �

Dcell

1.7013
�2�

Assuming that the entire polymer is contained in the cell win-
dows, it is then possible to express the thickness h of these win-
dows according to the mean cell diameter and the porosity �cell of
the cellular medium. Indeed, the surface area Swin of one window
is: Swin�0.72654� twin

2 .
Moreover, given that each cell is composed of 12 identical

faces, each of these windows being shared with one neighboring
face, there are finally six windows for one cell. And then

�1 − �cell� =
6 � Swin � h

Vdode
Û h � 0.2836 � �1 − �cell� � Dcell

�3�
In real EPS foams, the cells forming the porous medium in the

beads are not rigorously dodecahedrons but have rather irregular
and random shapes composed of pentagonal, quadrilateral, or hex-
agonal faces. Their shape is then more complex than the dodeca-
hedron model and could not be perfectly described from a unique
cell shape. However, in order to investigate the influence of the
morphology of cellular medium on the thermal properties of EPS
foams, we will also consider, subsequently, the case of cellular
medium made of cubic cells. The cells are then composed of six
square faces. The mean cell diameter is noted Dcube and the rela-
tion expressing the cell volume and the height, the surface area
and the thickness of the windows is replaced by

Vcube = Dcube
3 ; twin = Dcube; Swin � Dcube

2 and
�4�

�1 − �cell� =
3 � Vfen

Vcube
Û h =

�1 − �cell� � Dcube

3

Fig. 1 SEM photographs representing macro and microporos-
ity of EPS foams

Fig. 2 Illustration of the morphology of dodecahedric cells

Journal of Heat Transfer JUNE 2006, Vol. 128 / 539

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In conclusion, our representation of the porous structure of EPS
foams is entirely described using four different structural charac-
teristics:

• the mean bead diameter Dbead of the beads
• the macroporosity �interbead or the distance d between the

center of two touching beads
• the mean cell diameter Dcell
• the porosity of the cellular medium �cell

Generally, one prefers to use the density �EPS of the foam in-
stead of the porosity �cell given that it could be measured directly
contrary to �cell which must be determined from the measured
density �EPS and interbead porosity �interbead. Indeed, we have

�EPS = �1 − �cell� � �1 − �interbeads� � �PS

Û �cell = 1 −
�EPS

�PS
� �1 − �interbeads�−1 �5�

3 Modeling of the One-Dimensional Coupled Heat
Transfer

In the building insulation industry, people are usually interested
in the total heat flux passing through a slab submitted to a one-
dimensional steady-state heat transfer in Cartesian coordinates In-
deed, this configuration corresponds to the thermal conditions en-
countered by the insulator during its use. Thus, in the rest of the
paper, we will only consider this kind of heat transfer.

3.1 Numerical Resolution of the Energy Equation. As was
previously explained, in low-density porous materials, given that
conductive and radiative heat transfer are both dependent on the
temperature distribution in the medium, there is a coupling be-
tween these two modes of heat transfer. This coupling is governed
by the energy equation explaining the thermal equilibrium in the
material. For a one-dimensional steady-state heat transfer, this
equation is

�qc

�z
+

�qr

�z
= 0 �6�

In the model retained, we assume that the conductive heat
transfer follows a diffusion law. Thus, the conductive flux is re-
lated to the temperature by an analytical relation

qc = − Kc�T� .
�T

�z
and

�7�
�qc

�z
= − Kc�T� .

�2T

�z2 −
�Kc

�z
.

�T

�z
� − Kc�T� .

�2T

�z2

The energy equation can be reformulated

Kc�T� .
�2T

�z2 =
�qr

�z
�8�

This equation can be solved numerically by an iterative process
using the control volume method. The principle of this method is
to divide the slab thickness in elementary control volumes. The
temperature of the medium at the center of each volume has to be
calculated in order to know the temperature distribution in the
medium. The iterative process goes on as follows. First, an initial
temperature distribution in the medium is chosen, for example,
linearly dependent on the z coordinates. Using this initial tempera-
ture distribution, the radiative problem is solved and the radiative
heat flux divergence �qr /�z is calculated in each control volume.
A new temperature distribution is then calculated from this heat
flux divergence distribution in order to satisfy the energy Eq. �8�.
From this new temperature distribution, the radiative problem is
solved again, a new radiative heat flux divergence distribution is
calculated¼and so on. The previous process is repeated until the

relative difference between the temperature distribution obtained
for two successive iterations is lower than a very small value
criteria equal to 10−8, synonymous with convergence. The total
heat flux passing through the slab could then be computed in each
control volume by adding the conductive and radiative heat flux.

As we can see, to solve the conduction-radiation coupling, one
has to be able to solve the radiative heat transfer problem, that is,
to compute the radiative transfer divergence distribution from a
known temperature distribution.

3.2 Numerical Resolution of the Radiative Transfer
Equation. Radiative heat transfer in low-density porous medium
is a relatively complex problem given that it takes into account
not only the emission, absorption but also the scattering of radia-
tion by the porous material. Then, contrary to the conductive heat
transfer, the radiative heat flux could not be related to the tem-
perature distribution by a simple analytical expression. It is thus
necessary to solve the radiative transfer equation �RTE� governing
the spatial and angular distribution of monochromatic radiation
intensity I��z ,�� in the medium. For a one-dimensional heat
transfer with azimuthal symmetry, this equation is expressed by

�
�I��z,��

�z
= − ��I��z,�� + ��I�

0�T�

+
	�

2 �
−1

1


���� → ��I��z,���d�� �9�

and the boundary conditions

I��0,� � 0� = Ehot,�I�
0�Tc� + 2 . �1 − Ehot,�� .�

0

1

I�0,− �����d��

I��0,� � 0� = Ecold,�I�
0�Tf� + 2 . �1 − Ecold,�� .�

0

1

I�l,�����d��

�10�

	�, �� and ��=	�+�� characterize the ability of the medium to
scatter, absorb, and attenuate the radiation with wavelength �
���inc→�sca� characterizes the probability, for a radiation inci-
dent in direction �inc=cos �inc, to be scattered in an elementary
solid angle around the direction �sca=cos �sca

Several numerical methods can be used to solve the RTE. For
example, we can cite the spherical harmonics method, the zone
method of HOTTEL or the ray-tracing methods. However, the
discrete ordinates method �DOM� is the most frequently used and
gives accurate results. In our study, we use it. The DOM is based
on a spatial discretization of the slab thickness and an angular
discretization of the space. The angular discretization allows re-
placing the angular integrals by finite summations over nd discrete
directions with given weighting factors wj. The spatial discretiza-
tion must be the same as the one used for the numerical resolution
of the energy equation. The DOM has already been explained in
numerous previous publications as Ref. �15� �Siegel and Howell�,
for example, and we will not describe it here more precisely. The
accuracy of the results is entirely dependent on the angular dis-
cretization. We then choose a very fine discretization dividing the
180° �2� radians� in 180 directions of 1° and whose weighting
factors are proportional to the solid angle they encompass.

Theoretically, the RTE has to be solved for the entire wave-
lengths and the radiative heat flux divergence distribution is com-
puted by integrating the contributions of each wavelength

�qr

�z
�z� =�

0

�

��	4� . I�
0�z� − 2�


j=1

nd

I�,j�z� . wj� . d� �11�

where the subscript j refers to the jth discrete direction.
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In practice, to save computational time and memory usage, the
spectral integration is made by considering that the intensity field
in the slab is constant in N wavelength bands covering the entire
wavelengths. Then we have

�qr

�z
= 


k=1

N

�k . 	4� . Ik
0 − 2�


i=1

nd

wi . Ik�
where: Ik =�

��k

I� . d� �12�

where the subscript k refers to the kth band and ��k is the width of
the kth band.

3.3 Modeling of the Radiative and Conductive Properties
of EPS Foams. In order to solve the energy equation as well as
the RTE, and then evaluate the total heat transfer, the effective
thermal conductivity KEPS and the monochromatic radiative prop-
erties 	�, ��, �� and ���inc→�sca� of EPS foams have to be
determined. In the following paragraphs we present the model
developed in order to evaluate these properties.

3.3.1 Determination of the Effective Thermal Conductivity.
The effective thermal conductivity KEPS of porous materials
strongly depends on the thermal conductivity of each of its con-
stituents as well as on the morphology of the porous structure. In
the case of EPS foams, the constituents are air �thermal conduc-
tivity Kair� and polystyrene polymer �thermal conductivity KPS�.
The internal structure is characterized by two different types of
pores which differ in size and shape �see Fig. 1�. To take into
account this specific structure, we choose the approach proposed
by Quenard et al. �14� which divided EPS foams in three different
phases with varying thermal conductivities. One phase corre-
sponds to the macroporosity of air and the two other phases to the

cellular materials contained in the beads. Indeed, the authors no-
ticed a difference between the porosity and cell size of the cellular
medium located at the center of the beads and those located at the
periphery. Thus, they make a distinction between these two re-
gions of the beads. However, in the case of EPS foams with low
density, we have analyzed several scanning electron microscopy
�SEM� photographs of the cellular medium and we did not note a
perceptible difference. Then, we will assume that the cellular ma-
terial is homogeneous in the beads and then that EPS foams can
be divided in only two phases: a gaseous phase and a cellular
phase. The effective thermal conductivity resulting from the inter-
action of the two phases can be estimated by the model of De
Vries �16� which assumes that one phase constitutes a continuous
medium �cellular phase�, whereas the other phase is dispersed in
spherical inclusions which do not interact with each other. We
then have

KEPS =
�1 − �interbeads� . Kcell + Gair . �interbeads . Kair

�1 − �interbeads� + Gair . �interbeads

where Gair =
1

�1 + 1/3 � �Kair/Kcell − 1��
�13�

The thermal conductivity of the cellular medium Kcell depends
on the conductivity of air and polystyrene and the cellular porosity
�cell, and is calculated by the correlation of Glicksman which is
commonly used

Kcell = �cell . Kair + KPS . �1 − �cell� .
�2 − fs�

3
�14�

where fs, the proportion of polymer in the cell struts, is equal to 0
for EPS foams.

The values of the thermal conductivity of air and polystyrene
used are

�KPS = 0.16 W/m/K and Kair = 0.02624 + 7.94.10−5 � �T − 300� W/m/K when T � 300 K

Kair = 0.02624 + 7.58.10−5 � �T − 300� W/m/K when T � 300 K
 �15�

3.3.2 Modeling of the Monochromatic Radiative Properties of
EPS Foams. Like the effective thermal conductivity, the radiative
properties of EPS foams are closely related to the properties of its
constituents but also to their porous structure. It is then necessary
to take into account as accurately as possible the real morphology
of EPS foams and especially the presence of macroscopic pores
which could represent 10% of the total volume. We, thus, propose
an innovative model to determine the extinction, absorption and
scattering coefficients and the scattering phase functions. It is di-
vided in two stages:

• First, we focus on the equivalent radiative properties of the
cellular material contained in the beads alone.

• Then, the properties of the entire foam are calculated by
assimilating the foam to an arrangement of overlapping
spherical particles containing an homogeneous absorbing
and scattering medium with known radiative properties.

3.3.2.1 Equivalent radiative properties of the cellular
medium. The principle of most of the methods designed to com-
pute the equivalent radiative properties of porous media is to di-
vide the porous structure into particles whose shape and size per-
mit the reproduction of the internal structure of the porous
material. For example, the radiative properties of fibrous materials
are generally computed assuming that the medium is constituted
of randomly or non-randomly oriented infinite circular cylinders

representing the fibers. Indeed, under the assumption of indepen-
dent scattering, the equivalent radiative properties of the porous
medium could be calculated by adding the radiative characteristics
of each particle present in an elementary volume. These radiative
characteristics are: the absorption cross section Ca,��m2�, the scat-
tering cross section Cs,��m2�, the extinction cross section Ce,�

=Ca,�+Cs,��m2� and the scattering phase function ����.
In our study, the radiative properties of the cellular medium

contained in the beads are computed assuming that it is made of a
cloud of randomly oriented cell windows which scatter radiation
independently. The hypothesis of randomly oriented particles
could appear a bit surprising given that the orientation and loca-
tion of the windows belonging to a same dodecahedric or cubic
cell are not independent of each other. However, we have already
pointed out the fact that the shape and location of the cells in real
EPS foams are quite irregular and random. This is the reason why
it seems to us more judicious to make this assumption. Given the
very high porosity of the cellular material, we will consider the
independent scattering hypothesis as valid. In their study on EPS
foams, Kuhn et al. �13� used a similar approach.

We apply the approach previously described to cellular materi-
als with pentagonal and square cell windows. In order to compute
the radiative characteristics of a particle, it is theoretically neces-
sary to consider a plane, monochromatic wave incident upon this
particle and apply Maxwell’s equation. This has been done ana-
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lytically for spheres, cylinders, and spheroids by Mie. However,
this is very complicated for particles with complex shapes and
needs numerical method. Fortunately, when certain criterions are
satisfied, some limiting analytical solutions give accurate results.
Noticeably, when the particle size parameter x=� .D /� is very
large, one can apply the geometric optics laws and the diffraction
theory. As was previously noticed, the mean diameter of the cells
contained in EPS beads is generally comprised between 100 and
300 �m, and then the height twin is close to or greater than
100 �m. Whereas the infrared wavelengths radiations at the ori-
gin of the radiative heat transfer at ambient temperature are close
to 10 �m. Thus, the geometric optics and diffraction approxima-
tion could be used to treat the radiation/matter interaction for the
particles considered. Furthermore, the influence of diffraction on
the radiative heat transfer is usually neglected. Indeed, the diffrac-
tion phase function for particles with a very large size parameter is
predominantly oriented in the forward direction and diffracted
rays are very close to transmitted rays. We then assume, here, that,
for radiative heat transfer calculations, diffraction can be treated
as transmission and that the radiation/matter interaction can be
treated using the Fresnel relations.

We have checked the validity of the previous assumption for
square or pentagonal windows oriented normally to the plane
wave by comparing the radiative characteristics stemming from
the geometric optics approximation with the results of a numerical
method developed by Draine and Flatau �17�. This software facili-
tates the numerical solving of the Maxwell’s equation for particles
with various shapes using the disrete dipole approximation �DDA�
method and has been the subject of numerous validations which
guarantee its accuracy. With regards to the cross sections, the
comparison shows that the geometric optics approximation leads
to errors lower than 5% for windows with twin as small as 30 �m.
The scattering phase function given by the DDA for pentagonal or
square windows oriented normally to the plane wave also proves
to be very close to the phase function of the geometric optics. In
the rest of the study we will assume that these conclusions are
valid whatever the orientation of the windows.

When the geometric optics approximation is valid and the dif-
fraction neglected, the absorption and scattering cross sections are
computed by multiplying the cross section of the particle by its
absorptivity and reflectivity calculated by the Fresnel relations.
Given that the particles forming the cellular material are supposed
to be randomly oriented, their radiative characteristics have to be
calculated by integrating over all the possible incident directions
of the plane wave. To compute these properties we developed a
method based on a ray-tracing procedure, illustrated in Fig. 3.
Pentagonal or square windows are illuminated by rays represent-
ing the plane wave. For each ray, the angle �inc between the plane
wave and the normal to the surface of the window is randomly
chosen using random numbers Ran in order to respect the inci-
dence probability which is proportional to the incident solid angle
d�inc=2� sin��inc�d�inc. We then have

�
0

�inc

sin���d�

�
0

�/2

sin���d�

= Ran Û cos �inc = Ran Û �inc = cos−1�Ran�

�16�

For each incident ray, the reflectance Rwin, the absorbance Awin,
and the transmittance Trwin are determined. A new random num-
ber Ran is chosen and

• If Ran�1−Awin, the variable, the ray is absorbed and the
variable Abs is incremented of Swin, the normal cross section
of the window

• If 1−Awin�Ran�Rwin, the ray is transmitted through the
window

• If Ran�Rwin, the ray is reflected and the variables Sca and
E��� are incremented of Swin and 1, respectively. � refers to
the angle between the incident and reflected directions. In
practice, the repartition is discretized for �0=0°, �1=1°,
. . . .�180=180°. Then, all the rays reflected with an angle �
comprised between �i−0.5° and �i+0.5° are regrouped in
E��i�. Owing to the very high porosity of the cellular me-
dium, the thickness h of the windows is very small and is
comparable to the radiation wavelengths. Therefore, in order
to compute Awin, Rwin and Trwin, we must use the thin film
optic laws stemming from the Fresnel relations and which
take into account the interference effects. These relations are
well described in Ref. �18� �Brewster�. For dielectrics like
polystyrene, we have

Rwin = R12 + T12R21T21e
−i�2�̃ + T12R21

3 T21e
−i�4�̃ + ¯

=
R12 + R21e

−i�2�̃

1 + R12R21e
−i�2�̃

�17�

Trwin = T12T21e
−i��̃ + T12R21

2 T21e
−i�3�̂

˜

+ ¯ =
T12T21e

−i��̂
˜

1 + R12R21e
−i�2�̂

˜
;

�18�

Awin = 1 − Rwin − Twin �19�

with

�̃ =
2� � ñ � h � cos��ref�

�
; sin��ref� =

sin��inc�
n

;

R12 =
��r12��2 + �r12��2�

2
= R21;

T12 = 1 − R12 = T21; r12� =
n cos��inc� − cos��ref�
n cos��inc� + cos��ref�

r12� =
cos��inc� − n cos��ref�
cos��inc� + n cos��ref�

�20�

Moreover, the windows reflect rays specularly and then �=�
−2��inc.

For a great number of rays, Nrays, the cross sections and phase
function integrated over all the incident directions are given by

�Ca� =
Abs

Nrays
; �Cs� =

Sca

Nrays
; �Ce� =

Abs + Sca

Nrays
and

Fig. 3 Illustration of the interaction of a plane wave with a
pentagonal window
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�
part��i�� =
4� . E��i�

Nrays . d���i�
=

4 � E��i�

Nrays . sin��i� �
�

90

�21�

The phase function is then normalized in order to have

1

4�

i=0

180

�
part��i�� � 2� sin��i�d�i = 1 �22�

In practice, the number of rays used must be sufficiently impor-
tant so that the results are practically independent of its value. For
all the computations made, we have Nrays=106.

Given that the cellular medium is only constituted by windows,
its radiative properties could be determined from the radiative
characteristics of the particles by

�cell = Npart � �Ca,��; 	cell = Npart � �Cs,��;

�cell = �cell + 	cell and 
cell��� = �
���� �23�

where Npart is the number of particles per unit volume of cellular
medium.

For dodecahedric cells, there are six windows per cell and then

Npart =
6

Vcell
�

14.06

Dcell
3 �24�

For cubic cells, there are three windows per cell and

Npart =
3

Vcell
=

3

Dcell
3 �25�

To carry the computation of Rwin, Awin and Trwin, the complex
refractive index ñ=n− ik of the polystyrene used in EPS foams
has to be known. We have determined this index for infrared �I/R�
wavelength using an identification method based on transmittance
and reflectance measurements on thin�50 �m in thickness� and
thick�600 �m in thic kness� polystyrene films made from melted
EPS foams. This method computes the value of n and k minimiz-
ing the difference between experimental and theoretical transmit-
tances and reflectances. The variation of the refractive index with
the wavelength is shown in Fig. 4.

Owing to the working range of the spectrometer used for the
transmittance and reflectance measurements, we could only com-
pute the refractive index for wavelength comprised between 2 and
25 �m. For higher wavelengths, we assume that the real and
imaginary part of the refractive index are constant and equal to the
average values

n̄��25 �m =

�
2 �m

25 �m

n� . L�
0�300 K�

�
2 �m

25 �m

L�
0�300 K�

and

�26�

k̄��25 �m =

�
2 �m

25 �m

k� . L�
0�300 K�

�
2 �m

25 �m

L�
0�300 K�

This approximation does not have a strong influence on the accu-
racy of the results given that, at ambient temperature �300 K�,
approximately 84% of the radiant energy emitted by a blackbody
concerns wavelength comprised between 2 and 25 �m.

We have computed the variation of �cell,�, 	cell,�, �cell,� and
cell,���� with the radiation wavelength for cellular materials with
different morphologies using the identified refractive index. Some
results are illustrated in Fig. 5 where the variation of the extinc-
tion coefficient �cell,� and scattering albedo �cell,�=	cell,� /�cell,�
are depicted for dodecahedric cellular media with Dcell=200 �m
and with various cellular porosities. This figure shows that the
radiation/matter interaction is dominated by scattering given that
�cell,� is generally close to one except for some wavelength be-
longing to a polystyrene absorption peak. We can also check that
the radiative properties are a function of the polystyrene optical
properties and the morphology of the medium as well.

3.3.2.2 Radiative properties of the entire foam. Once the ra-
diative properties of the cellular medium have been determined,
the foam is assimilated to a random arrangement of spherical
overlapping particles containing an homogeneous absorbing and
scattering medium whose equivalent radiative properties are those
of the cellular material. We have already shown that this represen-
tation is very close to the real macroscopic structure of EPS
foams. The porosity and the particle diameter of the arrangement
must, respectively, be equal to the interbead porosity �interbead and
the mean bead diameter Dbead of the EPS foam studied. The ar-
rangement of spheres representing the foam is generated using the
same procedure as the one presented in Ref. �10� �Coquard and
Baillis� and the properties of the entire foam are computed using a
method similar to that presented by Coquard and Baillis for
packed beds of opaque �10� or semi-transparent spheres �19�. The
principle of the method is illustrated on Fig. 6.

First, a ray-tracing procedure is applied in a spherical domain
of the arrangement much larger than Dbead. The paths of rays,
starting in random points of the bed and with random starting

Fig. 4 Variation of the refractive index of polystyrene with the I/R radiation
wavelength
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directions, are tracked until they leave the spherical domain cen-
tered on the starting point �Fig. 2�. Each ray can be scattered one
or several times or absorbed by the cellular medium contained in
the EPS beads before leaving the spherical domain with an angle
��. It could also pass through the sphere without being inter-
cepted. The distance dist covered by the ray in the cellular me-
dium contained in the beads before being intercepted is strongly
dependent on the extinction coefficient �cell and is calculated us-
ing random numbers Ran�0�D�1�

dist = − Ln�Ran�/�cell �27�
The probability for the intercepted rays to be scattered by the
cellular medium in the beads is equal to �cell, whereas the prob-
ability for it to be absorbed is equal to �1−�cell�. If the ray is
scattered, the scattering angle � is determined from the scattering
phase function cell��� using random numbers by computing the
value of � which satisfies the relation:

�
0

�

cell���sin���d�

�
0

�

cell���sin���d�

= Ran �28�

The ray-tracing procedure permits to compute three variables
entirely describing the radiative behavior of the packed bed of
EPS beads. The three variables correspond to the proportion of
starting energy traveling through the spherical domain without
being either absorbed or scattered, the proportion leaving after one
or several scatterings inside the particles and the angular reparti-
tion of this latter energy. The traveling of the rays through the
absorbing and scattering medium representing the cellular mate-
rial is dictated by the radiative properties �cell, 	cell, �cell and
cell���. Second, an identification procedure determines the
equivalent radiative properties ��, 	�, �� and ���� of the homo-
geneous semi-transparent medium that best match the radiative

behavior of the arrangement of spheres previously characterized.
For more details about the method, one can consult the paper �19�
�Coquard and Baillis�.

4 Results
The model previously presented has been applied to several

fictive EPS foams with different values of the structural charac-
teristics �EPS, Dbead, �interbead and Dcell covering the whole ranges
of variation observed for usual EPS foams. These results permit us
to investigate the influence of each of these characteristics on the
total one-dimensional heat flux transferred through a slab of EPS
foam with the idea of optimizing their thermal performances dur-
ing their production process.

Finally, in order to test the accuracy of our model and the va-
lidity of our conclusions, we have compared the predicted and
measured equivalent thermal conductivity of several commercial
EPS foams.

4.1 Evolution of the Theoretical Equivalent Thermal
Conductivity. In order to quantify the performances of thermal
insulators, people working in the building insulation industry use
a characteristic called “equivalent thermal conductivity” �noted
Kequ�. This equivalent conductivity is simply equal to heat flux
density passing through a slab of materials multiplied by its thick-
ness and divided by the temperature difference between the hot
and cold boundaries. These hot and cold boundaries generate the
heat transfer. The temperatures of the boundaries used for the
theoretical calculations are Tcold=303 K and Tcold=288 K; the
slab thickness 1 is equal to 40 mm and the emissivities Ehot,� and
Ecold,� of the boundaries are gray and equal to 0.9.

The spatial discretization used for the calculations divides the
slab thickness in nz=30 volumes using the Tchebycheff grid for
which

�zj =
1

2
� l � 	cos� �j − 1��

nz
� − cos� j�

nz
�� for i = 1, . . . ,nz

�29�
This grid provides narrower volumes near the boundary and is
well suited to our problem.

The angular discretization chosen has 90 directions regularly
covering the whole range of angular directions from �=0 deg to
�=180 deg. The discretized directions are then: �i
=0,2 ,4 ,6¯86 deg, 88,92,94, . . . ,180 deg for i=1, . . . ,90. Each
discretized direction encompasses all the directions comprised be-
tween �i−1 deg and �i+1 deg except the directions i=1, i=45,
i=46 and i=90, which, respectively, encompass the directions

Fig. 5 Evolution of the extinction coefficient and scattering albedo with the
radiation wavelength for different cellular medium with Dcell=200 �m

Fig. 6 Principle of the method computing the radiative prop-
erties of the arrangement of EPS beads

544 / Vol. 128, JUNE 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



comprised between 0 and 1 deg, 87 and 90 deg, 90 and 93 deg
and 179 and 180 deg. The directing cosines �i are determined by:

�i=cos��i�. The weighting factors wi are proportional to the solid
angle of each direction

wi = �cos��i − 1 deg� − cos��i + 1 deg�� for i = 2, . . . ,44 and i = 46, . . . ,89

wi = �cos�0 deg� − cos�1 deg�� for i = 1

wi = �cos�87 deg� − cos�90 deg�� for i = 45

wi = �cos�90 deg� − cos�93 deg�� for i = 46

wi = �cos�179 deg� − cos�180 deg�� for i = 90

�30�

In order to check that the spatial and angular discretizations
used give accurate results for the resolution of the radiation/
conduction coupling, we have compared the total heat flux calcu-
lated for several media with known conductive and radiative prop-
erties with the exact values given in the literature by Yuen and
Wong �20�. We noticed that the relative difference is lower than
0.5% whatever the properties of the fictitious medium and the
temperature and emissivities of the boundaries.

As regards the spectral discretization, given that the identifica-
tion of the radiative properties of the entire foam using the ray-
tracing procedure �Coquard et Baillis �19�� is time consuming, we
opted for a six band discretization. For each band, the radiative
properties of the entire foam have been identified using the mean
radiative properties of the cellular material. We checked that the
number of wavelength bands is sufficient to obtain accurate re-
sults. The radiative properties of the foam are assumed constant in
each band. The discretization chosen is delimited as follows

1. �1=2 �m����2=8 �m
2. �2=8 �m����3=12 �m
3. �3=12 �m����4=15 �m
4. �4=15 �m����5=20 �m
5. �5=20 �m����6=25 �m
6. �6=25 �m����7=100 �m

The wavelengths lower than 2 �m and greater than 100 �m are
neglected as they represent less than 0.1% of the radiant energy
emitted by the blackbody at ambient temperature.

The equivalent conductivity calculations have been conducted
for EPS foams with structural properties �EPS, Dcell, �interbead and
Dbeads varying, respectively, from 8 to 20 kg/m3, 100 to 300 �m,
2–13% and 3 to 6 mm. Moreover, the results are given for
dodecahedric and cubic cells.

4.1.1 Influence of the Foam Density. The evolution of the
equivalent thermal conductivity with the foam density is depicted
in Fig. 7 for foams with a mean bead diameter Dbead=4 mm, an
interbead porosity �interbead=6.1% and different mean cell diam-
eter Dcell. Thus, it is the cellular porosity alone that varies. The
results obtained with the hypothesis of dodecahedric cells are ref-
erenced as “dode,” whereas the one obtained for cubic cells is
noted as “cube.” We also represent on the same figure the evolu-
tion of the effective thermal conductivity KEPS predicted by the
model in order to illustrate the relative contributions of conduc-
tion and radiation to the total heat transfer. This effective thermal
conductivity only depends on the density of the material.

The results show that the foam density has a strong influence on
the equivalent conductivity of low-density EPS foams whatever
the size and the shape of the cells. The lighter the foam is, the
worse its thermal performances are. This conclusion is well
known by people working in the building insulation industry who
often have to find a compromise between light, and then cheap but
weakly effective insulating materials and heavier �and more ex-
pensive� but more effective ones. One can also remark that at the
same time, given the very high porosity of the material, the effec-
tive thermal conductivity KEPS of the foam only increases imper-

Fig. 7 Evolution of the equivalent conductivity with the density for different
mean cell diameter

Journal of Heat Transfer JUNE 2006, Vol. 128 / 545

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ceptibly and stays close to the thermal conductivity of air. Then, it
reveals that the increase of the equivalent conductivity of EPS
foams with decreasing density is entirely due to an increase of the
radiant energy propagating through the medium. This could be
intuitively explained by the fact that when foam gets lighter, the
particles preventing the radiation from propagating in the medium
are less opaque and the radiation/matter interaction is less pro-
nounced. Radiative heat transfer then becomes relatively impor-
tant and could represent more than 50% of the total flux passing
through the slab for foams lighter than 10 kg/m3. Moreover, as
the effective conductivity of EPS foams varies only very slightly
with the density, we can conclude that all the variations of the
equivalent conductivity Kequ with different parameters are only
due to variations of the radiative contribution.

The decrease of Kequ with increasing density is not linear and is
more rapid for very light foams. One could also notice that the
influence of the shape of the cells is non-negligible given that the
equivalent conductivities stemming from the cubic cells assump-
tion are lower than those obtained considering dodecahedric cells.
This is due to the difference between Eqs. �3� and �24�, and Eqs.
�4� and �25� which are valid for dodecahedric and cubic cells,
respectively. However, the relative difference for the equivalent
thermal conductivity is always lower than 7%.

4.1.2 Influence of the Mean Cell Diameter. The theoretical
results obtained using the same parameters as those presented in
the previous paragraph are now depicted in Fig. 8 in order to show
the influence of the mean cell diameter on the thermal perfor-
mances of the EPS foams.

As can be noticed, the diameter of the cells forming the cellular

medium contained in the beads also has a substantial influence on
the equivalent thermal conductivity of the EPS foam. However,
the variations of Kequ with Dcell are not the same for foams with
different densities. Then, for very low-density EPS foams ��EPS

�10 kg/m3�, the results show that in the range of cell diameter
studied �100 �m�Dcell�300 �m�, the equivalent conductivity
decreases rapidly when the diameter Dcell increases. For example,
for EPS foams of approximately 8 kg/m3, the theoretical equiva-
lent conductivity varies from 65 to 48 mW/m/K when the cell
diameter goes from 100 to 300 �m. We can also remark that the
decrease of Kequ is slower when the cells are large.

On the other hand, when the density of the foam is greater than
a fixed value, we can notice that there is an optimal cell diameter
lower than 300 �m for which the equivalent conductivity of the
foam slab is minimal. This optimal cell size depends on the foam
density as well as on the morphology of the cell considered. Then,
for foams of 14.8 and 19.7 kg/m3 in density, the optimal cell
diameter is approximately 300 and 200 �m for dodecahedric cells
and 250 and 200 �m for cubic cells. Actually, there is an optimal
cell size whatever the density of the foam but for very light foams,
this diameter is very large and greater than the diameter com-
monly observed in commercial EPS foams.

4.1.3 Influence of the Mean Bead Diameter. The influence of
the bead diameter on the thermal performances of EPS foams has
been studied for foams with interbead porosity �interbead=6.1%
made of cells of 200 �m in diameter and with densities varying
from 7.9 to 14.8 kg/m3. We take into account both dodecahedric
and cubic cells. Figure 9 illustrates the results.

Fig. 8 Evolution of the equivalent conductivity with the mean cell diameter for
different densities

Fig. 9 Evolution of the equivalent conductivity with the mean bead diameter
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We notice that the influence of the bead diameter on the insu-
lating performances of the foam is almost null as we do not ob-
serve any significant variation of the equivalent thermal conduc-
tivity when Dbead varies from 3 to 6 mm. This parameter actually
has antagonistic influences on the extinction coefficient and scat-
tering phase function which tend to cancel each other.

4.1.4 Influence of the Interbead Porosity. As regards the influ-
ence of the interbead porosity, the study has been conducted for
foams made of beads of 4 mm in diameter and of cells of
200 �m, the density of the foam being constant. The calculations
were made for different densities and considering dodecahedric
and cubic cells. These variations are depicted in Fig. 10.

Figure 10 shows that the influence of the interbead porosity is
relatively weak compared to that of density or cell diameter. How-
ever, we notice that the equivalent conductivity of EPS foams
tends to decrease when �interbead increases, all other parameters
being unchanged. For example, for foams of 9.9 kg/m3 in density,
Kequ goes from 48.7 to 47.5 mW/m/K when the interbead poros-
ity goes from 2.9% to 13.2%. This remark is valid for either
dodecahedric or cubic cells and especially for foams of relatively
high equivalent thermal conductivity. For foams with higher den-
sity ��15 kg/m3�, for which radiative heat transfer is weak, the
influence of �interbead is almost imperceptible.

4.1.5 Conclusions. The study on the variation of Kequ with the
structural parameters has revealed that the most important charac-
teristics are the foam density and the mean diameter of the cells
contained in the beads. The results of the model show that the
lighter the foam is, the larger the equivalent conductivity is. They
also indicate that for low-density EPS foams, it could be interest-
ing to obtain large cell size in order to optimize their insulating
performances. Indeed, other computations have shown that the
optimal mean cell diameter is beyond 300 �m. For heavier foams,
the required cell diameter is lower and is in the region of 200 �m
for foams of 20 kg/m3 in density. Furthermore, the theoretical
results also permit us to conclude that the size of the compressed
beads has almost no influence on equivalent thermal conductivity.
Finally, it also turns out that the theoretical insulating perfor-
mances of EPS foams weakly improve when their interbead po-
rosity increases. The following classification summarizes the im-
portance of each parameter:

1. Foam density
2. Mean cell diameter
3. Interbead porosity
4. Mean bead diameter

4.2 Experimental Validation of the Theoretical Model. The
model presented in this study has been made in order to take into
account as faithfully as possible the characteristics of EPS foams.

However, some assumptions have been made to simplify the prob-
lem especially during the modeling of the radiative properties
�geometric optics hypothesis, assuming no struts, unique cell
size¼.�. Then, in order to check the accuracy of the theoretical
results, we have compared the equivalent thermal conductivities
predicted by the model with experimental measurements made on
seven usual EPS foam slabs using the flux meter apparatus of the
Centre Scientifique et Technique du Bâtiment �CSTB�. The appa-
ratus consists of:

• a cold plate and a hot plate sandwiching the slabs of EPS
foams �thickness 1� which are maintained at two different
temperatures by a thermostated bath of water;

• two flux meter measuring the heat flux Q̇hot and Q̇cold at the
two plates; and

• two thermocouples measuring the temperature Tcold and Thot
of the two plates.

The position of the cold plate �placed at the bottom of the
apparatus� and hot plate �placed at the top of the apparatus� is
chosen to avoid measurement errors due to convection phenom-
enon when the hot plate is placed at the bottom of the apparatus.
Moreover, the apparatus is insulated in order for the thermal
losses to be negligible. The measurements are made by placing the
slab between the two plates and waiting for the steady state which
can be considered reached when the sum of the heat flux density
at the two plates does not vary anymore. The measured equivalent
conductivity is then obtained by the relation

Keq =
�Q̇hot + Q̇cold�/2

Thot − Tcold
. l �31�

The apparatus has been calibrated and the relative uncertainty
on the equivalent thermal conductivity measured has been evalu-
ated by the CSTB to 5%. The emissivities of the two plates are:
Ecold,�=Ehot,�=0.9.

The structural parameters of the foam slabs have been deter-
mined using characterization techniques developed by the CSTB
and are summarized in Table 1.

The theoretical calculations have been made using the discreti-
zations previously specified. The comparison of the theoretical
and experimental equivalent thermal conductivities is illustrated
in Fig. 11 where we have depicted their variations according to the
foam density.

First, we notice that there is a relatively good agreement be-
tween experimental and theoretical results. The worst theoretical
results are found for slab No. 2 for which the relative difference
between predicted and measured equivalent conductivities is 11%

Fig. 10 Evolution of the equivalent conductivity with the interbead porosity
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when dodecahedric cells are considered and 6% for cubic cells.
For the other slabs the maximal relative difference is 9% and 4%
for dodecahedron and cube. We can also remark that the theoret-
ical models generally tend to overestimate the equivalent conduc-
tivity whatever the characteristics of the slab. Moreover, the pre-
dictions are more accurate when we consider cubic cells instead of
dodecahedron. Besides, the cubic cells assumption always gives
very accurate results.

It seems that the relative difference between predicted and mea-
sured values is related to the density of the foam and that the
lighter the foam is, the less accurate the results are. However, as
regards slab No. 7, although it is the densest slab, the theoretical
results are worse than for the other slabs. This could be explained
by the fact that, for this slab, the mean cell diameter is relatively
weak �80 �m� and thus that the geometric optics approximation is
less accurate. Moreover, we also noticed during the structural
characteristics measurement that the size of the cells contained in
the beads is relatively dispersed and that it was difficult, for this
foam, to evaluate a mean cell diameter.

One can also remark that, the theoretical observations concern-
ing the influence of the density are confirmed by experimental
results as there is a regular decrease of the measured equivalent
conductivity when the foam density increases, except for slab
Nos. 5 and 7 which have a relatively weak mean cell diameter. For
these two slabs, the equivalent conductivity is greater than the
average experimental evolution deducted from the experimental
results of the other foams which have mean cell diameters close to
each other. This observation confirms the previous theoretical re-
marks concerning the influence of Dcell on Kequ which have shown
that small cells tend to enhance radiative heat transfer. Experimen-
tal results for slabs Nos. 5 and 7 are then in perfect agreement
with theoretical conclusions for dodecahedric cells and cubic cells
as well.

5 Conclusions

Although they are commonly used in the building industry as a
thermal insulator, expanded polystyrene foams have not been the
subject of numerous thermal studies. Moreover, all the previous
works which tried to model the heat transfer in this kind of ma-
terial have assimilated their porous structure to a homogeneous
cellular matrix, and then, have neglected the presence of macro-
scopic porosities generated during the second expansion and com-
pression of the polystyrene beads. Furthermore, the earlier studies
were not particularly interested in EPS foams with very low den-
sities ��15 kg/m3� and calculated the total heat transfer neglect-
ing the coupling between conduction and radiation and using the
Rosseland approximation to treat the radiative transfer.

In the present paper, we propose a new model designed to pre-
dict conductive and radiative coupled heat transfer in low-density
EPS foams. The radiation/conduction coupling is solved using nu-
merical resolution methods of the energy equation and radiative
transfer equation. The models used for the prediction of conduc-
tive and radiative properties try to take into account as faithfully
as possible the real morphology of EPS foams. To do that, we use
a representation of the porous structure which reproduces the
double-scale porosity of this medium. Moreover, the cells forming
the cellular materials contained in the beads can be either dodeca-
hedric or cubic which allow us to analyze the influence of the cell
shapes on the thermal behavior of the foam. Cubic windows have
been proved to be more appropriate for EPS foams.

The theoretical results permit us to investigate the influence of
the parameter characterizing the micro and macrostructure on the
equivalent thermal conductivity of EPS foams and show that the
density and mean cell diameter are the most influential one. The
influence of macroporosity has been proved to be negligible. The
conclusions drawn could be very useful for industrials who want
to optimize the insulating performances of EPS foams during their

Table 1 Structural characteristics of the foam slabs

Slab
number

�EPS in
kg/m3

Dcell

in �m
Dbead

in mm �interbead

Thickness
l in mm

Thot
�K�

Tcold
�K�

1 8.7 200 5.6 6.1% 61.5 304.3 287.8
2 11.25 150 5.3 5.1% 50.8 304.1 287.7
3 12.8 160 5.1 7.1% 50.4 304 287.8
4 14.6 180 3.6 11.0% 49 304.6 287.8
5 12.5 110 4 13.2% 60.1 304.2 287.8
6 13.2 180 3.8 14.2% 49 303.9 287.8
7 17 80 3.2 8.1% 49.2 304 287.8

Fig. 11 Evolution of the theoretical and experimental equivalent conductivities
with the foam density
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production process. The validity of the theoretical model has been
checked by comparing the predicted equivalent thermal conduc-
tivities of several foams to measured values. The accuracy of the
theoretical results proved to be quite satisfactory.

Nomenclature
A � absorbance
C � cross section �m2�
D � mean diameter �m�

d�inc � solid angle around incident direction
�str�

E � emissivity
V � volume in m3

fs � fraction of polymer in the cell struts
h � thickness of the cell windows �m�

I�z ,�� � radiation intensity at point of z abscissa
in direction � �W/m2/Str�

I0�T� � radiation intensity of the blackbody at
temperature T �W/m2/Str/�m�

K � conductivity �W/m/K�
l � thickness of the foam slab
ñ � n− ik: complex refractive index of

polystyrene
Npart � number of particle per unit volume

�m−3�
nz � number of volume for the spatial

discretization
nd � number of directions for the angular

discretization
qr � radiative heat flux density �W/m2�
qc � conductive heat flux density �W/m2�

Q̇hot � total heat flux density at the hot plate
�W/m2�

Q̇cold � total heat flux density at the cold plate
�W/m2�

R � reflectance
Ran � random number

S � surface area �m2�
T � temperature �K�

Tr � transmittance
t � height in m

w � weighting factors of the discretized
directions

x � size parameter of the particle
z � coordinate along the axis parallel to the

thermal heat transfer �m�

Greek
� � extinction coefficient �m−1�
� � porosity

�interbead � porosity due to the macroscopic pores
generated during the compression of
beads

� � density �kg/m3�
	 � scattering coefficient �m−1�
� � absorption coefficient �m−1�

���→��=��� � scattering phase function
� � angle �rad�
� � scattering albedo
� � radiation wavelength ��m�

Subscripts
a � absorption

s � scattering
e � extinction

part � of the particle
cell � of the cellular material contained in the

beads
bead � of the beads
cold � of the cold boundary
hot � of the hot boundary
air � of air

EPS � of the EPS foam
PS � of the polystyrene polymer
eq � equivalent

part � of the particle
win � of the cell windows

� � monochromatic value
inc � incident
sca � scattered
ref � reflected
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Fully Developed Heat Transfer
to Fluid Flow in Rectangular
Passages Filled With
Porous Materials
This is a theoretical and numerical study of fully developed forced convection in various
rectangular ducts. Each duct is filled with porous materials and the Brinkman model
describes the laminar fluid flow inside this fully saturated porous passage. A Fourier
series solution provides the exact solution for the velocity field. Also, a Fourier series
solution can produce the temperature profile for a condition of constant energy input per
unit length. This includes two different wall conditions: a uniform wall temperature at
any axial location and a locally uniform heat flux over the boundary. The case of constant
wall temperature over the entire passage is also accommodated using a special
analytical/numerical solution. �DOI: 10.1115/1.2188507�

Keywords: duct flow, porous media, fully developed, forced convection, rectangular
ducts

1 Introduction
A study of flow in rectangular porous passages is of interest in

a variety of heat transfer applications such as electronic cooling.
The fundamentals of steady flow in porous media are reported in
�1–4�. Recently, comprehensive studies of heat transfer in devel-
oping sections of porous plate channels and circular tubes are
reported in the literature, e.g, �5–9�.

This paper studies the fully developed temperature fields in
rectangular channels with classical boundary conditions. These
boundary conditions for free flow in rectangular ducts are well
documented in the literature. For the locally constant wall heat
flux at the boundaries, Sparrow and Siegel �10� studied the varia-
tions of the heat transfer coefficient in rectangular ducts. Another
model that has been studied considers the heat flux per unit length
to be uniform while maintaining a uniform temperature along the
perimeter of the ducts �11,12�. This later case is designated as H1
and the locally constant wall heat flux case �10� is the H2 case.
Finally, the constant wall temperature case is designated as the T
case in this work. For the T case, the data for free flow though
rectangular passages are available in �12�. A summary of these
data from �10–12� is in Table 1. Later, they are compared with the
corresponding data from this study.

This study assumes the Brinkman model applies to unidirec-
tional flow in a duct. This would provide the velocity field for a
given porous passage. For a rectangular duct, an exact series so-
lution is possible. Also, it is possible to obtain exact series solu-
tions for both H1 and H2 cases. The computed Nusselt numbers
for these two cases are remarkably different. The computation of
temperature field under the locally constant wall temperature con-
dition is also acquired using a series solution while the eigenval-
ues are computed numerically.

2 Velocity Field in a Rectangular Channel
For a steady and hydrodynamically fully developed flow pass-

ing through an impermeable rectangular channel, shown in Fig. 1,
the Brinkman momentum equation is

�e� �2u

�y2 +
�2u

�z2� −
�

K
u −

�p

�x
= 0 �1�

with a constant pressure gradient �=−�p /�x. In this equation, the
effective viscosity is �e, the fluid viscosity is �, and the perme-
ability is K. Using a in Fig. 1 as the characteristic length, Eq. �1�,
in dimensionless form, becomes

� �2ū

� ȳ2 +
�2ū

� z̄2� −
1

M Da
ū + 1 = 0 �2�

where ȳ=y /a, z̄=z /a, M =�e /�, ū=�eu / ��a2�, and Da=K /a2 is
the Darcy number. The boundary conditions are ū�0 at ȳ= ±1 and

at z̄= ± b̄= ±b /a while �ū /�ȳ=0 at ȳ�0 and �ū /�z̄=0 at z̄�0.
The formulation of velocity distribution begins by selecting a

functional relation of the form

ū = �
n=1

�

�
m=1

�

amn cos��nȳ�cos��mz̄� �3�

that satisfies the specified boundary conditions at y=0 and z=0
shown in Fig. 1. Using the boundary conditions at y=a and z=b,

one obtains �n= �n−1/2�� and �m= �m−1/2�� / b̄. The substitu-
tion of ū from Eq. �3� in Eq. �2� provides the relation

�
n=1

�

�
m=1

�

amn��n
2 + �m

2 +
1

M Da
�cos��nȳ�cos��mz̄� = 1 �4�

Multiplying both sides of Eq. �4� by cos��iȳ�cos�� jz̄�, integrating

over ȳ from 0 to 1 and integrating over z̄ from 0 to b̄=b /a, and
following the application of the orthogonality condition the value
of amn is

amn =
4�− 1�m+n

b̄�n�m��n
2 + �m

2 +
1

M Da
� �5�

Upon substitution of amn from Eq. �5� in Eq. �3�, the following
relation provides the velocity distribution:
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ū = �
n=1

�

�
m=1

�
4�− 1�m+n cos��nȳ�cos��mz̄�

b̄�n�m��n
2 + �m

2 +
1

M Da
� �6�

Next, the average velocity U, defined by the relation

U =
1

ab�
y=0

a �
z=0

b

udzdy

leads to the average reduced velocity, by using ū from Eq. �6�
instead of u

Ū = �
n=1

�

�
m=1

�
4

�b̄�n�m�2��n
2 + �m

2 +
1

M Da
� �7�

Equations �6� and �7� provide the value of u /U= ū / Ū for inclusion
in the energy equation. In these relations, the quantity 1/ �MDa�
would vanish when the passage is free from porous materials,
since M Da→�.

3 Solution of the Energy Equation
The general solution of the energy equation includes the ther-

mal entry region and the thermally fully developed condition.
However, the emphasis of this presentation is to investigate the
latter case. The energy equation, under a fully developed thermal
condition, for the rectangular passages, is

k� �2T

�y2 +
�2T

�z2 � = �cpu
�T

�x
�8a�

Once temperature and velocity distributions are available, the re-
lation

Tb =
1

ab�
y=0

a �
z=0

b � u

U
�Tdzdy �8b�

defines the bulk temperature Tb.
For flow through porous passages, three types of boundary con-

ditions are studied. They are H1 type and H2 type with constant
�T /�x and locally constant wall temperature with �T /�x mono-
tonically reducing throughout the passage. For free flow through
rectangular channels with locally constant wall heat flux, the so-
lution to this problem by Sparrow and Siegel �10� is available
using the method of weighted residuals. Also for free flow, other
heat transfer information is available in Table 9-2 of Ref. �11� and
in Table 32 of Ref. �12�.

3.1 The H1 Solution. This special solution considers uniform
energy input per unit length of a passage while maintaining a wall
temperature Tw�x� that depends only on the axial coordinate x.
This case is expected when the walls of a passage are orthotropic
with a relatively high thermal conductivity in the directions per-
pendicular to the x axis. If the average heat flux is designated as
q̄w, the aforementioned condition requires that �T /�x=�Tb /�x
= q̄wC / �cp�UA�. After inserting this value of �T /�x in Eq. �8a�
and then replacing T using the relation T=Tw+	�q̄wa /k�, it be-
comes

� �2	

� ȳ2 +
�2	

� z̄2� = � 4a

Dh

u

U
� = � 4a

Dh

ū

Ū
� �9�

where ȳ=y /a, z̄=z /a, and Dh=4A /C=4ab / �a+b� is the hydraulic
diameter. The solution of Eq. �9� is obtainable from the relation

	�ȳ, z̄� =
1

Ū
�
n=1

�

�
m=1

�

cmn cos��nȳ�cos��mz̄� �10a�

where Ū is defined in Eq. �7�. Next, the function 	 from Eq. �10a�
and the dimensionless velocity ratio ū / Ū from Eqs. �6� and �7�
should be substituted in Eq. �9�. Then, the application of orthogo-
nality condition yields

cmn = − � 4a

Dh
� amn

�n
2 + �m

2 �10b�

Based on the definition of the heat transfer coefficient h
= q̄w / �Tw−Tb� and the definition of 	b= �Tb−Tw� / �q̄wa /k�, one
gets ha /k=1/	b. Moreover, the substitution of 	 from Eq. �10�
into the dimensionless form of Eq. �8b� leads to a relation

	b = �
n=1

�

�
m=1

�
amncmn

4Ū2
�11a�

for the bulk temperature. Therefore, the Nusselt number is obtain-
able using the relation

NuD = hDh/k = �Dh/a�/	b �11b�

Figure 2 shows the values of NuD plotted as a function 


=1/	M Da. Each line in Fig. 2 corresponds to a different b̄
=b /a value. A selected set of NuD values, for different b /a and
M Da, are in Table 2. For comparison with the available data, the
limiting values of NuD as M Da goes to � are in Column 3 of
Table 1 and they agree well with those from �11�.

3.2 The H2 Solution. This solution assumes a locally uni-
form wall heat flux over the entire surfaces of a rectangular pas-

Table 1 Computed limiting values of NuD for the H1, H2 and T
cases

H1 Case H2 Case T Case

b /a Ref. �11� Eq. �11b� Ref. �10� Eq. �26� Ref. �12� Eq. �34�

1 3.61 3.608 3.09 3.087 2.98 2.978
2 4.12 4.123 3.02 3.019 3.39 3.392
3 4.79 4.795 — 2.961 3.96 3.958
4 5.33 5.331 2.93 2.933 4.44 4.440
6 — 6.049 2.913 — 5.138
8 6.49 6.490 2.90 2.907 5.60 5.594
10 — 6.785 2.90 2.906 — 5.908
� 8.235 8.235 — 2.906 7.54 7.541

Fig. 1 The coordinate system and dimensions for a rectangu-
lar passage
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sage. Equation �8a�, following substitution for T=	�qwa /k� and
�T /�x=�Tb /�x=qwC / �cp�UA�, in the dimensionless space, be-
comes

� �2	

� ȳ2 +
�2	

� z̄2� = � 4a

Dh

u

U
� �12a�

subject to the boundary conditions


 �	

� ȳ



ȳ=1

= 
 �	

� z̄



z̄=b̄

= 1 and 
 �	

� ȳ



ȳ=0

= 
 �	

� z̄



z̄=0

= 0

�12b�

where Dh=4A /C=4ab / �a+b� is the hydraulic diameter, ȳ=y /a,
and z̄=z /a. After substitution for Dh, Eq. �12a� becomes

� �2	

� ȳ2 +
�2	

� z̄2� = �a + b

b
� u

U
= �1 +

1

b̄
� u

U
�13�

where b̄=b /a. A needed transformation that makes the boundary
conditions homogeneous introduces an interesting special solution

and it is presented a priori.

3.2.1 A Special Solution. The exact series solution of Eq. �13�
is based on an auxiliary solution for slug/plug flow when u /U
=1. This auxiliary solution of Eq. �13� is designated as 	*�ȳ , z̄�
and satisfies the equation

� �2	*

� ȳ2 +
�2	*

� z̄2 � = �1 +
1

b̄
� �14a�

The solution of Eq. �14a� subject to the boundary conditions


 �	*

� ȳ



ȳ=1

= 
 �	*

�z



z̄=b̄

= 1 and 
 �	*

� ȳ



ȳ=0

= 
 �	*

�z



z̄=0

= 0

is

	* =
ȳ2

2
+

z̄2

2b̄
+ constant �14b�

The constant in this solution represents 	* at x=y=0 and could be
replaced with 	*�0,0�.

By definition, the bulk temperature for slug flow is

	b
* =

1

b̄
�

ȳ=0

1 �
z̄=0

b̄

	*dz̄dȳ =�
ȳ=0

1 �
z̄=0

b̄ � ȳ2

2
+

z̄2

2b̄
+ 	*�0,0��dz̄dȳ

=
1 + b̄

6
+ 	*�0,0� �15a�

Moreover, the average wall temperature for slug flow is

	w,ave
* =

1

1 + b̄
��

0

1

	*�ȳ,1�dȳ +�
0

b̄

	*�1, z̄�dz̄�
=

1

1 + b̄
��

0

1 � ȳ2

2
+

b̄

2
�dȳ +�

0

b̄ �1

2
+

z̄2

2b̄
�dz̄� + 	*�0,0�

=
1 + 6b̄ + b̄2

6�1 + b̄�
+ 	*�0,0� �15b�

The difference between Eqs. �15a� and �15b� is

Fig. 2 Average Nusselt number, for the H1 case, as a function
of M Da, for different values of b /a

Table 2 Nusselt number for H1 case at different values of b /a and M Da

M Da b /a=1 b /a=2 b /a=4 b /a=6 b /a=8 b /a=10 b /a=�

� 3.6080 4.1233 5.3311 6.0495 6.4904 6.7850 8.2353
10 3.6141 4.1353 5.3468 6.0644 6.5044 6.7982 8.2439
2 3.6384 4.1815 5.4056 6.1204 6.5569 6.8481 8.2775
1 3.6678 4.2355 5.4715 6.1831 6.6162 6.9047 8.3182
0.5 3.7240 4.3330 5.5851 6.2918 6.7198 7.0044 8.3952
0.2 3.8741 4.5666 5.8419 6.5406 6.9611 7.2400 8.5968
0.1 4.0773 4.8433 6.1347 6.8299 7.2466 7.5225 8.8612
0.05 4.3729 5.2004 6.5080 7.2045 7.6210 7.8964 9.2301
0.02 4.8722 5.7398 7.0680 7.7724 8.1932 8.4712 9.8155
0.01 5.2760 6.1428 7.4828 8.1946 8.6197 8.9006 10.2586
0.005 5.6570 6.5048 7.8519 8.5701 8.9993 9.2830 10.6543
0.002 6.0854 6.8952 8.2460 8.9704 9.4038 9.6903 11.0762
0.001 6.3424 7.1221 8.4729 9.2005 9.6362 9.9243 11.3183
0.0005 6.5442 7.2966 8.6464 9.3763 9.8136 10.1028 11.5029
0.0002 6.7389 7.4623 8.8103 9.5421 9.9808 10.2711 11.6768
0.0001 6.8431 7.5500 8.8967 9.6294 10.0688 10.3597 11.7682
0.00005 6.9195 7.6138 8.9594 9.6927 10.1327 10.4239 11.8344
0.00002 6.9892 7.6716 9.0161 9.7500 10.1904 10.4819 11.8943
0.00001 7.0250 7.7012 9.0452 9.7792 10.2199 10.5116 11.9249
0 7.1135 7.7740 9.1164 9.8511 10.2923 10.5844 12.0000
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	w,ave
* − 	b

* =
Tw,ave − Tb

qwa/k
=

2

3� b̄

1 + b̄
� �16�

Using the definition NuD=hDh /k, where Dh=4A /C, the heat
transfer coefficient h is obtainable from the relation

NuD =
hDh

k
=

qwa/�Tw,ave − Tb�
k

�Dh

a
� =

3

2�1 + b̄

b̄
�� 4ab

a + b
�1

a
= 6

�17�

It is interesting to note that NuD is a constant for slug flow through
rectangular passages, independent of the aspect ratios.

This exact and simple result introduces another interesting phe-
nomenon. The Nusselt number is NuD=12 for slug flow between
two parallel plates having uniform heat flux; however, it is equal
to 6 for rectangular passages for all b /a values. An examination of
the thermal entrance solution shows that the entrance region in-
creases as b /a increases and it approaches infinity as b /a goes to
infinity. This indicates that there is a singularity at infinity where
NuD goes from 12 to 6. In general, for the H2 case, the thermally
fully developed solution may become unattainable when b /a is
very large. Therefore, when b /a is relatively large, one should
examine the thermal entrance solution before using the fully de-
veloped thermal condition.

3.2.2 General Solution. The following temperature solution
uses the computed value of the velocity from Eq. �6�. The param-
eter M Da affects the temperature field by appearing within the
coefficient amn as given by Eq. �5� and in ū, Eq. �6�. Therefore, the
following temperature solution depends on the M Da values
through the velocity field u /U. To acquire a solution for Eq. �13�,
one can subtract Eq. �14a� from Eq. �13� and the result is

� �2�	 − 	*�
� ȳ2 +

�2�	 − 	*�
� z̄2 � = � 4a

Dh

u

U
� − �1 +

1

b̄
� �18a�

In this equation, the parameter 	−	* is designated as a new func-
tion � and it leads to a transformation

	�ȳ, z̄� = 	*�ȳ, z̄� + ��ȳ, z̄� �18b�

while Eq. �14b� provides the function 	*�ȳ , z̄�. Since the function
	* satisfies the specified nonhomogeneous boundary conditions
for Eq. �14a�, then, the transformed dimensionless temperature �
must satisfy the equation

� �2�

� ȳ2 +
�2�

� z̄2 � = � 4a

Dh

u

U
� − �1 +

1

b̄
� = − �1 +

1

b̄
��1 −

ū

Ū
�
�19a�

subject to the homogeneous boundary conditions of the second
kind


 ��

� ȳ



ȳ=1

= 
 ��

� z̄



z̄=b̄

= 
 ��

� ȳ



ȳ=0

= 
 ��

� z̄



z̄=0

= 0 �19b�

The next task is to find a solution for Eq. �19a�. The following
solution of Eq. �19a�:

��ȳ, z̄� = �
n=0

�

�
m=0

�

cmn cos�n�ȳ�cos�m�z̄/b̄� �20�

satisfies the homogeneous boundary conditions given by Eq.
�19b�. The substitution of � from Eq. �20� into Eq. �19a� produces
the relation

�
n=0

�

�
m=0

�

cmn�1 − �0,m+n���n��2 + �m�/b̄�2�cos�n�ȳ�cos�m�z̄/b̄�

= �1 +
1

b̄
��1 −

ū

Ū
� �21�

The quantity �1−�0,m+n�, containing the Kronecker delta, indicates
that the constant term c00 drops out following the differentiation
when m=0 and n=0. Since this series in Eq. �21� is not complete,
the solution is valid within a constant. The use of orthogonality
condition yields the coefficients cmn

cmn =
�2 − �0,n��2 − �0,m�

b̄��n��2 + �m�/b̄�2�
�

ȳ=0

1 �
z̄=0

b �1 +
1

b̄
��1 −

ū

Ū
�

 cos�n�ȳ�cos�m�z̄/b̄�dz̄dȳ . �22�

Then, the solution for � is

� = c00 + �
n=0

�

�
m=0

�
�2 − �0,n��2 − �0,m��1 − �0,m+n�

b̄�2�n2 + �m/b̄�2�

 �1 +
1

b̄
��mncos�n�ȳ�cos�m�z̄/b̄� �23a�

where

�mn =�
ȳ=0

1 �
z̄=0

b �1 −
ū

Ū
�cos�n�ȳ�cos�m�z̄/b̄�dz̄dȳ

= �
i=1

�

�
j=1

�
b̄�− 1��i+j��i − 1/2��j − 1/2�aij/Ū

�2�n2 − �i − 1/2�2��m2 − �j − 1/2�2�
�23b�

and

aij =
4�− 1�i+j

b̄�i� j��i
2 + � j

2 + 1/�M Da��
�23c�

with �i= �i+1/2�� and � j= �j+1/2�� / b̄. Therefore, having the
temperature solution 	�ȳ , z̄�=	*�ȳ , z̄�+��ȳ , z̄� in hand, the values
of 	w,ave and 	b are also known by explicit relations

	b = c00 + �
n=0

�

�
m=0

�
�2 − �0,n��2 − �0,m��1 − �0,m+n�

b̄�2�n2 + �m/b̄�2�
�1 +

1

b̄
��mn

2

+ �
i=1

�

�
j=1

� 2�− 1��i+j��− 8 + �2�1 − 4j + 4j2��
�2j − 1��2i − 1�3�4 �

+
2�− 1��i+j��− 8 + �2�1 − 4j + 4j2��

�2i − 1��2j − 1�3�4 �aij

Ū
�24�

and

	w,ave = c00 + �
n=0

�

�
m=0

�
�2 − �0,n��2 − �0,m��1 − �0,m+n�

�2b̄�n2 + �m/b̄�2�Ū

 �mn��0,m�− 1�n + �0,n�− 1�m� +
1/6 + b̄ + b̄2/6

1 + b̄
�25�

As stated earlier, the difference 	w,ave−	b=Tw,ave / �qwa /k�
−Tb / �qwa /k� provides the average Nusselt from the relation

NuD =
hDh

k
= � qw

Tw,ave − Tb
�Dh

k
= � qwa/k

Tw,ave − Tb
�Dh

a
=

Dh/a

	w,ave − 	b

�26�

All computations for H1 and H2 cases were performed using
MATHEMATICA �13�. These data are gathered from the exact series
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solution with a high degree of precision and they agree well with
other data from earlier studies. To enhance the computational
speed for small M Da values, the data for H2 case were also
computed using a FORTRAN program.

A sample of numerical data using Eq. �26� for different M Da
values are prepared and presented in Table 3. For comparison with
data from Sparrow and Siegel �10� when M Da=�, the Nusselt
number for different aspect ratios are computed using Eq. �26� and
they are in Column 5 of Table 1. They show the Nusselt number
reduces and assumes an asymptotic value of 2.906 as b /a
increases.

Figure 3 shows the variation of the Nusselt number NuD as a

function of 
=1/	M Da for different values of b̄=b /a. As in the
H1 case, the data clearly indicate an increase in the value of the
Nusselt number as 
 increases, while M Da decreases. Also, as 

increases, the data in Fig. 3 indicate that the NuD values asymp-
totically approach the value of 6 obtained when M Da=0, for all
aspect ratios.

3.3 Constant Temperature Solution. For a porous passage
with constant wall temperature, �T /�x in Eq. �8a� depends on x, y,

and z. Therefore, the extended method of weighted residual �7� is
a suitable mathematical tool. As discussed in �7� the temperature
solution can have the form

T�y,z;x� = �
m=1

N

Bm�m�y,z�e−�m
2 x �27�

where

�m = �
j=1

N

dmjf j�y,z� �28�

The functions f j�y ,z� for j=1,2 , . . . ,N are to be selected so that
they satisfy the homogeneous boundary conditions of the first
kind along the surface of the ducts. Among many suitable f j�y ,z�
functions, the following is selected �7�:

f j = �a2 − y2��b2 − z2�y2�mj−1�z2�nj−1�, for j = 1,2, . . . ,N .

�29�

As described in �7�, in the matrix form, the relation

A + �2B = 0 �30�

provides the eigenvalues wherein the members of matrix A are

aij = −�
A

ke�f i�y,z� · �f j�y,z�dA

for i = 1,2, . . . ,N and j = 1,2, . . . ,N �31�

and the members of matrix B are

bij =�
A

�cpu�y,z�f i�y,z�f j�y,z�dA

for i = 1,2, . . . ,N and j = 1,2, . . . ,N �32�

As shown in these relations, the matrices A and B are symmetric
�7�. The symbolic software MATHEMATICA �13� was used to com-
pute the eigenvalues from the relation

B−1A + �2I = 0 �33�

As x goes to infinity, the first eigenvalue provides the Nusselt
number for the fully developed thermal condition; this limiting
Nusselt number is obtainable from the relation

Table 3 Nusselt number for H2 case at different values of b /a and M Da

M Da b /a=1 b /a=2 b /a=4 b /a=6 b /a=8 b /a=10

� 3.0874 3.0192 2.9326 2.9126 2.9074 2.9061
10 3.0924 3.0303 2.9526 2.9363 2.9329 2.9326
2 3.1123 3.0731 3.0268 3.0231 3.0257 3.0290
1 3.1364 3.1228 3.1083 3.1167 3.1251 3.1317
0.5 3.1824 3.2120 3.2440 3.2690 3.2854 3.2966

0.2 3.3053 3.4219 3.5266 3.5754 3.6030 3.6206
0.1 3.4717 3.6632 3.8128 3.8746 3.9081 3.9291
0.05 3.7144 3.9645 4.1382 4.2055 4.2411 4.2631
0.02 4.1259 4.4046 4.5778 4.6416 4.6747 4.6949
0.01 4.4606 4.7263 4.8824 4.9383 4.9671 4.9846

0.005 4.7777 5.0121 5.1441 5.1905 5.2142 5.2286
0.002 5.1357 5.3180 5.4166 5.4506 5.4679 5.4783
0.001 5.3512 5.4948 5.5709 5.5969 5.6101 5.6180
0.0005 5.5206 5.6305 5.6878 5.7072 5.7170 5.7229
0.0002 5.6843 5.7589 5.7973 5.8103 5.8168 5.8207

0.0001 5.7721 5.8268 5.8547 5.8641 5.8689 5.8717
0.00005 5.8363 5.8760 5.8963 5.9030 5.9064 5.9085
0.00002 5.8948 5.9204 5.9337 5.9380 5.9402 5.9415
0.00001 5.9247 5.9429 5.9527 5.9558 5.9573 5.9583
0 6 6 6 6 6 6

Fig. 3 Average Nusselt number, for the H2 case, as a function
of M Da, for different values of b /a
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NuD = hDh/ke = �Dh

2a
�2

�1
2 �34�

Table 4 shows the computed values of NuD for selected aspect
ratios b /a and M Da values. Moreover, Fig. 4 is prepared to dem-
onstrate the variation of Nusselt number as a function of 1/	M Da
as M Da decreases. For free flow through rectangular passages,
the computed NuD values, using Eq. �34�, are in Column 7 of
Table 1 and they compare with those from �12� in Column 6. The
asymptotic behaviors of NuD for slug flow are in the last row of
Table 4. As M Da→0, the classical heat conduction yields �1

2

= �� /2�2�1+ �a /b�2� and it provides the data in the last row of
Table 4 following its substitution in Eq. �34�.

4 Discussion
The data in Figs. 2–4 reveal the limiting conditions for the heat

transfer to fluids passing through these rectangular passages filled
with saturated porous materials. The first rows in these tables
provide the Nusselt number for free flow, whenM Da=�. The last
rows are the Nusselt numbers for slug flow u /U=1, when M Da

=0. For the H1 case, when M Da→0, Table 2 shows different

asymptotic values for NuD at each b̄. These limiting values are
consistent with the data directly computed for the slug flow. The
last column in Table 2 provides the Nusselt number for parallel

plate channels, as b̄ goes to infinity. The number of terms needed
to assure the convergence of Eq. �11a� and accuracy of data in
Table 2 increases as b /a increases and as M Da becomes small,
see Eq. �5�.

For the H2 case, the data for all aspect ratios approach a con-
stant value of 6. Indeed, the data in Table 3 show that the devia-
tions from 6 become small for M Da values of 10−5 or less. This
represents an interesting difference between H1 case and H2 case

where NuD has different values as M Da→0. As b̄ goes to infinity,
the fully developed Nusselt number values for the H2 case should
approach those given for the H1 case in Table 2. Similar to the H1
case, the number of terms needed to assure the convergence of Eq.
�24� depends on the values of b /a and M Da. Since Eq. �24�, with
�mn from Eq. �23b�, contains four summations, each data in Table
3 required a considerably larger computation time in comparison
to that for the H1 case.

Under thermally fully developed condition, the exact series so-
lutions for the H1 and H2 can provide results with any desirable
degree of accuracy. In contrast, for the T case, matrix inversions
are needed for determining the eigenvalues. A series solution with
a large number of eigenvalues increases the size of matrices A and
B and the round-off error can become substantial during matrix
inversion. Therefore, it is necessary to show the convergence be-
havior of this type of solution. A test of this series solution shows
a reasonably rapid convergence when M Da is relatively large. As
an example, when b /a=1 and M Da=10−1, the solution using 10,
15, 21, and 28 eigenvalues produced NuD=3.3031, 3.3032,
3.3033, and 3.3033. Indeed the actual difference between the last
two entries was less than 0.001%. However, as M Da decreases,
more eigenvalues are needed to get a reasonably accurate solution.
As the number eigenvalues increases, the algebraic steps would
require a higher degree of precision in order to avoid relatively
large round-off errors. As an illustration, when M Da=10−5, using
36, 55, and 78 eigenvalues produced NuD=4.860, 4.882, and 4.893
while the corresponding value for slug flow is 4.935. Accordingly,
the entries in Table 4 are expected to have smaller errors as M Da
increases. Similar to Table 2, the first row in Table 4 is for free
flow, the last row is for slug flow, and the last column is for the
parallel plate channels.

Table 4 Nusselt number for T case at different values of b /a and M Da

M Da b /a=1 b /a=2 b /a=4 b /a=6 b /a=8 b /a=10 b /a=�

� 2.978 3.392 4.441 5.138 5.594 5.908 5.908
10 2.982 3.401 4.455 5.152 5.607 5.920 5.920
2 2.999 3.436 4.507 5.204 5.656 5.966 5.966
1 3.019 3.476 4.564 5.261 5.709 6.016 6.016
0.5 3.058 3.549 4.659 5.354 5.797 6.100 6.100

0.2 3.163 3.720 4.863 5.553 5.989 6.285 6.285
0.1 3.303 3.917 5.080 5.768 6.201 6.495 6.495
0.05 3.506 4.162 5.339 6.031 6.464 6.758 6.758
0.02 3.834 4.507 5.701 6.402 6.842 7.133 7.133
0.01 4.082 4.743 5.947 6.656 7.100 7.399 7.399

0.005 4.297 4.937 6.149 6.866 7.315 7.618 7.618
0.002 4.513 5.127 6.343 7.065 7.517 7.824 7.824
0.001 4.632 5.227 6.443 7.167 7.622 7.931 7.931
0.0005 4.718 5.301 6.518 7.246 7.704 8.015 8.015
0.0002 4.794 5.365 6.580 7.310 7.770 8.082 8.082

0.0001 4.830 5.396 6.608 7.340 7.801 8.115 8.115
0.00005 4.858 5.419 6.639 7.373 7.836 8.151 8.151
0.00002 4.876 5.435 6.655 7.390 7.854 8.169 8.169
0.00001 4.893 5.441 6.661 7.403 7.861 8.176 8.176
0 4.935 5.483 6.711 7.453 7.920 8.238 8.238

Fig. 4 Average Nusselt number, for the T case, as a function of
M Da, for different values of b /a
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5 Conclusion
For hydrodynamically fully developed flow, the velocity in

rectangular passages is readily available as a function of y and z.
However, in the thermal entrance region, the computation of the
heat transfer coefficient becomes more demanding since tempera-
ture depends on x, y, and z. Accordingly, the common practice is
to obtain the entrance heat transfer data using an approximate
numerical technique. Therefore, these acquired data can serve as a
tool to verify the accuracy of the entrance flow solutions when the
thermal condition becomes fully developed.

An exact solution for the fully developed temperature field in a
rectangular duct filled with porous material is obtainable for H1
and H2 cases using the classical separation of variable technique.
The solutions, for the cases studied, indicate higher NuD values as
M Da decreases. The value of the Nusselt number, for the H2
case, increases by a factor that approaches 2 as M Da decreases.
Moreover, the definition of the Nusselt number includes the effec-
tive thermal conductivity k. The increase in k becomes substantial
when the porous matrix is composed from metal foam with a
relatively high thermal conductivity. In such a case, the effective
thermal conductivity can become significantly larger than that for
the fluid, e.g., air. This can lead to a significant enhancement of
the heat transfer coefficient for applications such as electronic
cooling.

Nomenclature
A � area, m2

a � duct dimension, m, see Fig. 1
amn � coefficients

b � duct dimension, m, see Fig. 1
C � circumference, m

cmn � coefficients
cp � specific heat, J /kg K

Da � Darcy number, K/H2

Dh � hydraulic diameter, m
h � average heat transfer coefficient, W/m2 K

i , j � indices
K � permeability, m2

k � effective thermal conductivity
M � �e /�

m ,n � indices
NuD � Nusselt number hDh /ke

p � pressure, Pa
qw � wall heat flux, W/m2

q̄w � circumferentially averaged wall heat flux,
W/m2

T � temperature, K
Tw � wall temperature, K
U � average velocity, m/s

Ū � average value of ū

u � velocity, m/s
ū � ū=�u / ��H2�
x � axial coordinate, m

y ,z � coordinates, m
ȳ , z̄ � y /a and z /a

Greek
� j � eigenvalues
� j � eigenvalues
	 � dimensionless temperature

	* � 	 for slug flow, see Eq. �14a�
� � fluid viscosity, N s/m2

�e � effective viscosity, N s/m2

� � density, kg/m3

� � −�p /�x
� � reduced temperature solution, see Eq. �19a�

 � 1/	M Da

Subscripts
b � bulk
w � wall
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Heat Transfer in a Surfactant
Drag-Reducing Solution—
A Comparison With Predictions
for Laminar Flow
Heat transfer coefficients were measured for a solution of surfactant drag-reducing ad-
ditive in the entrance region of a uniformly heated horizontal cylindrical pipe with Rey-
nolds numbers from 25,000 to 140,000 and temperatures from 30 to 70°C. In the ab-
sence of circumferential buoyancy effects, the measured Nusselt numbers were found to
be in good agreement with theoretical results for laminar flow. Buoyancy effects, mani-
fested as substantially higher Nusselt numbers, were seen in experiments carried out at
high heat flux. �DOI: 10.1115/1.2188462�
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1 Introduction
Research on the properties of drag-reducing �DR� agents in

aqueous solutions generally has, as its aim, the use of these ma-
terials to reduce pumping costs or increase system capacity in
district heating systems. Drag-reducing agents may also find ap-
plication in smaller installations, such as building hydronic heat-
ing systems. The properties of the solutions are such that flow
friction may be reduced by 80% compared with that expected in
water. Heat transfer is also affected, being severely compromised
in some forms of heat exchanger �1�.

Drag-reducing agents function at Reynolds numbers of about
10,000–100,000. Turbulent flow would be expected in this range,
and other authors have described the conditions as turbulent, even
though measured drag may be much lower than expected for fully
turbulent flow �2,3�. The reductions in drag and heat transfer
caused by surfactants are ascribed to damping of the turbulence by
micelles that form in the solutions. The detailed mechanisms by
which drag reducing agents inhibit heat and momentum transfer
have also been studied by direct numerical simulation �4� and
laser Doppler velocimetry coupled with measurement of tempera-
ture fluctuation �5�.

Our work is proceeding in two main areas: testing the funda-
mental properties of solutions of drag-reducing agents in well
controlled but relatively artificial situations and using them in
conventional heating system circuits. For the first task, a test loop
was constructed in which heat transfer coefficients were measured
between an electrically heated tube and the liquid flowing within.
Measured results in turbulence-suppressed flow for heat transfer
in the entrance region were then compared with a theoretical
model obtained through a detailed literature search. This paper
describes the results of this work.

2 Experimental Setup
A schematic diagram of the drag-reducing experimental loop is

shown in Fig. 1. Thin-walled Inconel pipe was selected for the test
section because of its higher electrical resistivity compared with
stainless steel. The pipe in the test section was 17.5 mm ID �in-

ternal diameter�, with a wall thickness of 0.89 mm. The remaining
pipe in the test loop was the stainless steel with the same ID.

Testing was undertaken using a closed loop piping system. A
variable speed pump was installed to circulate the test fluid. The
test section was 3.5 m long and located downstream of a 6 m �342
diameter� straight segment of piping to ensure fully developed
flow at the entrance of the test section. A long length of straight
pipe was also installed after the variable speed pump, although
previous research �1,6,7� suggested that this may not have been
necessary since the use of a centrifugal pump did not cause no-
ticeable degradation effects to surfactant solution. The entire test
loop was thermally insulated in order to reduce heat loss from the
system to the atmosphere. Heat transfer was measured under con-
stant heat flux conditions. The heat source used was a dc power
generator with a maximum 10 kWe output. Calibration of the
voltage and current measurement indicated the output power was
accurate to within ±5%. The test section was electrically insulated
from the rest of the stainless steel loop by two Teflon gasket
connections. A tank having a volume of 28 L was installed as a
reservoir and temperature fluctuation damper for the test fluid.
The test fluid itself was cooled using city water via a brazed plate
heat exchanger.

Instruments in the test loop were interfaced with a Honeywell
controller and data acquisition system using PlantScape software
that enabled the control to be automated. A conventional PID
�proportional, integral, derivative� control loop was used to con-
trol the test fluid temperature leaving the heat exchanger at the
desired value by adjusting the city water cooling flow through the
plate heat exchanger by means of a pneumatically controlled
valve. A second PID controller was introduced to control the elec-
trical power input to the test section. A third PID controller was
used to control the pump speed, and thus set the fluid velocity.
The set points of these three controlled values could be adjusted
through a remote computer.

Three resistance temperature detectors �RTDs� were inserted
through the pipe and into the test fluid to measure the bulk tem-
perature: one 6 m upstream of the test section, one at the inlet of
the plate heat exchanger, and one at the outlet of the plate heat
exchanger.

Steiff �1� and Groth �8� stated that surfactant solution has little
effect on the accuracy of magnetic flowmeters, while it may affect
the performance of turbine, impeller and vortex-shedding flowme-
ters. For this reason, a Clorius magnetic volume and energy meter
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was used to measure the flow rate. The maximum capacity of the
flowmeter was 3.6 m3/h. Calibration of the flowmeter by Bellamy
indicated that it was accurate to within ±0.5% �9�.

Figure 2 shows a diagram of the experimental test section. The
outer wall temperatures of the test pipe, needed for the heat trans-
fer calculations, were measured by 16 surface platinum RTDs
7–195 diameters from the inlet. The surface RTDs were mounted
on the top of the pipe. Three additional RTDs were mounted on
the middle side of the pipe at 11.7, 41.8 and 122.0 diameters to
compare the temperature difference between the top and side and
thereby to evaluate buoyancy effects.

Each surface RTD was calibrated after connection to the Hon-
eywell controller and data acquisition system. In this way, the
offset found accounts for the errors introduced by RTD, wires and
Honeywell acquisition system. The individual offset was used to
correct readings of the corresponding RTD to compensate for the
introduced errors. The standard deviation from the mean value of
all surface RTDs after offset correction was 0.1°C, when the fluid
was circulated at room temperature, 23°C, and high velocity,
3.0 m/s.

Sixteen pressure tap holes �2 mm diameter� were drilled and
de-burred in the Inconel test section pipe 10–140 diam down-
stream of the test section inlet. Pressure taps were connected by
clear plastic tubing to a pressure transducer calibrated to measure
pressure differences up to 10 kPa. The connection was arranged to
measure the pressure differences between points 1–2, 1–3, and up
to 1–16. Each point could be read in turn by using isolation valves
fitted to the plastic tubing. Manufacturer’s specifications give the
accuracy of the transducer as ±0.5% of full range.

Measured experimental data, including pressure drops, tem-
peratures, electrical input power, and flow rate were recorded by
the Honeywell data acquisition system and stored in the computer.

3 Experimental Material and Experimental Runs
The cationic surfactant used in the experiments was Ethoquad

O/12 PG provided by Akzo Nobel Chemicals. This surfactant be-
longs to the N-alkyl quaternary ammonium family with a chemi-
cal name of N.N-bis�2-hydroxyethyl-N-methyl-9-octadecen-1-
aminium� chloride. It is supplied in a 1,2-propanediol solvent. The
DR solution contained a concentration of 2000 ppm surfactant

plus 2000 ppm sodium salicylate �HOC6H4COONa� to provide
salicylate counterion, in reverse osmosis purified water.

Experimental runs were carried out at temperatures from
30 to 70°C and fluid velocities from 0.56 to 3.5 m/s, thus strad-
dling normal velocities of heat transfer liquids in pipes. The aim
was to investigate the drag reduction and the heat transfer reduc-
tion behavior of the surfactant solution. The velocity increment
was deliberately reduced in the range of transition from
turbulence-suppressed region to turbulent region in order to find
critical Reynolds number at each temperature. Three heat fluxes,
2.36, 4.72, and 23.6 kW/m2 were applied in the experiments. The
highest heat flux, 23.6 kW/m2, was higher than the normal heat
transfer rate in a plate heat exchanger in space heating application,
but it is readily achievable in domestic hot water application. The
solution was about four months old when these experimental runs
were performed.

The reduction of drag that occurs in these solutions is believed
to be a phenomenon of turbulent flow �2,3�. In this paper we
describe this regime as turbulence suppressed, in order to distin-
guish it from the conditions under which drag-reducing effects
disappeared and from true laminar flow.

4 Experimental Uncertainty
A propagation of error analysis was done to determine the un-

certainty in the measured friction factor and Nusselt number. The
uncertainty for the friction factor was within ±17%. The uncer-
tainty for the Nusselt number in the turbulence-suppressed region
was ranged from a low of ±5% at the highest heat flux
�23.6 kW/m2� to a high of ±20% at the lowest heat flux
�2.36 kW/m2�. Because of small wall-to-bulk temperature differ-
ence in the turbulent flow region, only the high heat flux
�23.6 kW/m2� was applied in the experiments when flow became
fully turbulent. The uncertainty of the Nusselt number for this
case was estimated at ±20% for Reynolds numbers up to 100,000.
Beyond this point, the temperature difference was so small that
errors increased rapidly.

5 Experimental Results

5.1 Drag Reduction. Based on pressure drop and flow rate
measurements, it was possible to calculate Fanning friction factors
and they are plotted versus Reynolds number in Fig. 3. Also plot-
ted in Fig. 3 are Virk’s �10� limiting maximum drag reduction
asymptote �MDRA� for polymer Eq. �1� and Zakin’s �11� MDRA
for surfactant Eq. �2�.

Fig. 1 Schematic diagram of experimental test loop

Fig. 2 Schematic diagram of experimental test section

Fig. 3 Fanning friction factor versus solvent Reynolds num-
ber at various fluid temperatures for Ethoquad O/12 PG
„2000 ppm…
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1

f f
1/2 = 19 log10�Re f f

1/2� − 32.4 �1�

f f =
1.26

4
Re−0.55 �2�

The drag reduction is based on the reference case given by the
Colebrook–White equation �12� for a Newtonian fluid. Equation
�3� is an explicit expression of the Colebrook–White equation
developed by Chen �12�, which is in good agreement with
Colebrook–White with the maximum deviation being −0.39%.
The Colebrook–White curve is also plotted in Fig. 3 as a reference

1

f f
1/2 = 3.48 − 1.7372 ln� �

Ri
−

16.2426

Re
ln A� �3�

where � is the roughness of the pipe and

A =
��/Ri�1.1098

6.0983
+ �7.149

Re
�0.8981

Calculating a Reynolds number to reflect the conditions of an
experiment is somewhat problematic because the viscosity of the
solution is shear dependent. The solvent �water� viscosity was
therefore used in Reynolds number calculation for simplicity and
availability. This method is quite common in drag-reduction or
heat transfer calculations particularly for practical purposes, al-
though it would be more appropriate to use measured viscosity
when calculating the Reynolds and Prandtl numbers for drag-
reducing solutions and especially for surfactants �2,13�.

Figure 3 shows that at all temperatures except 70°C the friction
factors follow Zakin’s maximum drag-reduction asymptote until
finally the drag reduction vanishes at high Reynolds number,
where the critical wall shear stress is exceeded. During the tran-
sition from the turbulence-suppressed region to the turbulent re-
gion, the experimental friction factors lie between values pre-
dicted by Zakin’s MDRA and Colebrook–White’s curves. The
experimental friction factors then fit very well with Colebrook–
White’s curve for Newtonian fluids assuming a pipe roughness ���
of 10 �m. This may be taken to be the net effect of the roughness
of the pipe and that caused by the pressure tap holes along the test
section.

Many surfactants have been reported as having different avail-
able temperature ranges, over which their friction reducing prop-
erties are observed �14–17�. This range can also be observed in
Fig. 3 for the DR surfactant �Ethoquad O/12 PG�. The drag reduc-
tion is seen to increase with increasing temperature to a maximum
at 50°C. Above this temperature the drag-reduction effect is di-
minished at 60°C and finally disappears at 70°C.

For theoretical analysis, Gasljevic �2� suggested that the drag-
reduction effect be quantified by a relative reduction difference
between laminar and turbulent flows. For practical purposes, how-
ever, the drag reduction is often defined as the difference between
the values of friction factor for water and the surfactant solution at
the same Reynolds number, divided by the value for water. This
parameter compares directly the levels of friction with and with-
out drag-reducing effects.

DR�%� =
fw − fs

fw
� 100 �4�

The above simple term was used in this study to calculate the
percentage of drag reduction, since our interest was to identify the
pressure drop or heat transfer reduced by the introduction of an
additive in the solvent �water�. The friction factor for the water
was calculated by the Colebrook–White equation, Eq. �3�, for
fully developed turbulent flow with �=10 �m.

Figure 4 shows the drag reduction versus Reynolds number at
different test temperatures. The results show that the drag reduc-
tion was between 70 and 85% before the critical wall shear stress
was reached. This occurred at different Reynolds numbers for

different fluid temperatures: about 40,000 at 30°C, 65,000 at
40°C and 100,000 at 50°C and 60°C. At these last two tempera-
tures the drag reduction had not entirely disappeared at the highest
Reynolds numbers achieved. The drag reduction disappeared
completely at a fluid temperature of 70°C.

Experimental runs were repeated for several randomly selected
temperatures and velocities eight months after the solution was
prepared. It was found that there was only slight degradation �DR
reduced approximately 3% on average� compared with the fresh
solution. The experimental results also indicated good repeatabil-
ity.

5.2 Heat Transfer Reduction. Heat transfer reduction for the
drag-reducing surfactant solution was defined by

HTR�%� =
Nuw − Nus

Nuw
� 100 �5�

Based on the fluid bulk temperature and surface temperature mea-
surements, it was possible to calculate the convective heat transfer
coefficient and Nusselt number inside the pipe and thereby calcu-
late the heat transfer reduction. The local Nusselt number at dis-
tance x along the test section was calculated by

Nus =
Q

2�riL�Tw,i − Tb,x�
�

Di

k
�6�

The inner wall temperature, Tw,i, was calculated from the mea-
sured outer wall surface temperature by applying a zero heat flux
boundary condition, i.e., all energy transferred to the inside of the
tube. Calculations of heat losses under experimental conditions
indicated that losses to the surroundings were less than 3% of the
power applied even at the highest temperature used. The local
bulk fluid temperature at distance x along the test section, Tb,x,
was calculated from the inlet temperature measured by insertion
RTD 3 �Fig. 1�, applied heat flux and flow.

The Gnielinski correlation Eq. �7� was used in �12� as the basis
of comparison for all the correlations for fully developed turbulent
flow, because overall it was in best accord with the experimental
data.

Nu =
�f f/2��Re − 1000�Pr

1 + 12.7�f f/2�1/2�Pr2/3 − 1�
�7�

A simplified Gnielinski correlation �12� was used to calculate the
Nusselt number for water, Nuw.

Nuw = 0.012�Re0.87 − 280�Pr0.4 �8�

The above correlation is for 1.5�Pr�500 and 3000�Re�106,
where it agrees with Eq. �7� within ±10%.

Fig. 4 Drag reduction as a function of solvent Reynolds num-
ber at various fluid temperatures
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Figure 5 shows the heat transfer reduction as a function of
solvent Reynolds number at various fluid inlet temperatures. The
Nusselt number of the surfactant was the mean of those calculated
from the temperature measurements along the test pipe while the
Nusselt number for water was calculated using Gnielinski’s cor-
relation Eq. �8�.

Figure 5 indicates that the heat transfer reduction was between
80 and 90% before the critical wall shear stress was reached. The
heat transfer reduction was greater than the drag reduction for
experiments at lower Reynolds numbers �20,000–40,000�, and
comparable with it for Reynolds numbers of 50,000 up, which
contrasts somewhat with the results of Gasljevic for Ethoquad
T13, for which the heat transfer reduction was always signifi-
cantly greater �2,18�. Heat transfer reduction and drag reduction
both disappeared at 70°C. It should be noted that precision of
measurement of the heat transfer reduction is much better for
experiments where the flow is in the turbulence-suppressed region
�where the heat transfer reduction is high� than in the turbulent
region �where there is little or no heat transfer reduction�. See
Sec. 4.

5.3 Comparisons of Heat Transfer Results with Theoreti-
cal Model. The thermal entrance region is the length of pipe
where the radial temperature profile is being established. In this
experiment, it spanned the entire test section because of the
turbulence-suppressed flow. Theoretical solutions for the thermal
entrance region have usually been developed for Newtonian fluid
with no circumferential buoyancy effect. In the turbulent region,
empirical correlations have also been developed based on the ex-
perimental results from work using Newtonian fluid.

Gasljevic et al. �19� found two effects of buoyancy under
turbulence-suppressed flow conditions: a distortion of the tem-
perature profile �or circumferential variation of local convective
heat transfer�, and a change in the average Nusselt number com-
pared with the flow without buoyancy. The local variation in the
fluid density is seen to lead to a secondary flow pattern, which is
superimposed on the main axial flow. These buoyancy effects are
larger at the same GrPr number than those observed with New-
tonian fluids. Gasljevic estimated that buoyancy effects may in-
crease the Nusselt number for drag-reducing viscoelastic fluids to
a level 50% greater than that of the expected theoretical value
with no buoyancy effects, whereas only a 12% difference is ex-
pected under the same conditions for Newtonian fluids �19�.

It is, therefore, of great interest to compare the Nusselt numbers

for viscoelastic surfactant fluids with those calculated from theo-
retical models �or empirical correlations� for inelastic ones at
similar heat and flow rate conditions.

5.3.1 Heat Transfer in Turbulence-Suppressed Region

5.3.1.1 Experimental heat transfer results. Figure 6 shows lo-
cal Nusselt numbers obtained at various fluid inlet temperatures
and velocities. The flow at the entrance to the test section was in
the turbulence-suppressed region for each experiment with the
exception of that carried out at 60°C and 2.5 m/s velocity. In this
case, the flow was at the upper limit of the turbulence-suppressed
region, and was already becoming turbulent.

For the lowest entrance temperatures �30 and 40°C�, the Nus-
selt number decreased over the entire length of the test section.
For higher entrance temperatures, it can be seen that the Nusselt
number flattened and then began to rise after an initial fall. In
general, one would expect these Nusselt numbers to decrease
throughout the entrance region and then stabilize. The reason for
the behavior observed here becomes evident when Fig. 7 is
examined—when the wall temperature exceeds a little over 70°C,
the heat transfer increases in such a way as to limit the wall
temperature. The drag reducing agent ceases to function in the
outermost layer of liquid, turbulent flow sets in in this layer, and

Fig. 5 Heat transfer reduction as a function of solvent Rey-
nolds number at various fluid inlet temperatures. The heat flux
was constant at 23.6 kW/m2.

Fig. 6 Experimental Nusselt number as a function of axial dis-
tance at various fluid inlet temperatures and velocities in
turbulence-suppressed region. The heat flux was constant at
23.6 kW/m2.

Fig. 7 Measured outer-wall surface temperatures along the
test section at various fluid inlet temperatures and velocities in
turbulence-suppressed region. The heat flux was constant at
23.6 kW/m2.
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Nusselt numbers rise.
Temperature measurements also showed that the wall-to-bulk

temperature difference, at the end of the test section, ranged from
38.9°C at fluid inlet temperature 30°C, to 9.7°C at fluid inlet
temperature 60°C with an applied heat flux of 23.6 kW/m2. Over
the length of the test section, the fluid bulk temperature increased
by about 3.2°C at a velocity of 1.5 m/s and about 1.9°C at a
velocity of 2.5 m/s with the same heat flux �23.6 kW/m2�.

5.3.1.2 Theoretical model. Differential equations are well
known tools for modeling the heat transfer in laminar flow �for
Newtonian fluids� in the entrance region of a semi-infinite pipe
with constant wall heat flux. Analytical solutions do not exist, but
the Nusselt number can be derived from summation of a series of
terms �eigenvalues and constants� �20�. Based on Graetz-type and
Leveque-type solutions for the constant heat flux thermal entrance
length problem, the local Nusselt numbers can be computed from
�20�:

For x*�0.00005

Nu = 1.302x*�−1/3� − 1 �9�

For 0.00005�x*�0.0015

Nux = 1.302x*�−1/3� − 0.5 �10�

For x*�0.0015

Nux = 4.364 + 8.68�103x*�−0.506e−41x*
�11�

where: x*=x /Di /Re Pr

5.3.1.3 Comparisons of heat transfer results. The Nusselt
numbers �in the turbulence-suppressed region� calculated from the
experimental data, Eq. �6�, were then compared with those calcu-
lated by the theoretical equations, Eqs. �9�–�11�. The Re and Pr
numbers used for determining x* required by Eqs. �9�–�11� were
based on inner wall temperature at each temperature measuring
location of the test section. It should be noted that the theoretical
equations are for a Newtonian fluid with no buoyancy effect. Ex-
perimental runs with fluid inlet temperature 30°C at velocity of
1.5 m/s and three heat fluxes are compared in Fig. 8.

The difference between experimental and theoretical Nusselt
number was always within ±12% at a heat flux of 2.36 kW/m2

and from 17 to 32% at a heat flux of 4.72 kW/m2. However, at
the highest heat flux, 23.6 kW/m2, the experimental Nusselt num-
bers were 40–60% higher than the theoretical values. Compari-
sons for other experimental runs at other velocities, with
23.6 kW/m2 heat flux and 30°C fluid inlet temperature, show

similar differences.
The theoretical Nusselt values at different heat fluxes are simi-

lar, as shown in Fig. 8, therefore it is very difficult to distinguish
the three gray dashed lines in the figure. This was because the
three experimental conditions had identical velocity and inlet tem-
peratures. Only the temperatures downstream differed, because of
the different heat flux used in experiments. However, the experi-
mental Nusselt numbers were reduced on reducing the heat flux.

5.3.1.4 Buoyancy effect on experimental heat transfer results.
The higher experimental Nusselt number at the high heat flux
�23.6 kW/m2� is almost certainly due to the buoyancy effects dis-
cussed by Gasljevic et al. �19�. The local variations in the fluid
density lead to a secondary flow pattern, which is superimposed
on the main axial flow. Gasljevic �19� found a temperature differ-
ence of 1.8°C between top and bottom at a flow distance of 675
diameters and a bulk fluid temperature of 22°C. The average Nus-
selt number, calculated by three wall-to-bulk �top, middle and
bottom� temperature differences, was 53% higher than its theoret-
ical value �Nu=4.36� with no buoyancy effects �19�.

In order to reduce the buoyancy effect on the measurements, the
authors of �19� suggested using relatively low heat flux. If that is
not convenient or feasible, a temperature sensor placed on the side
of the pipe at the mid-elevation should be used, since it will give
a good approximation of the average Nusselt number between top
and bottom measurements.

For this reason, three RTDs were mounted at mid-elevation at
11.7, 41.8 and 122.0 diameters to investigate the buoyancy effect
on our experiments. Table 1 shows the comparison of surface
temperatures at various heat fluxes.

Table 1 shows that the temperature differences between the top
and side were negligible near the entrance, even at high heat flux.
However, the difference increased considerably with the axial dis-
tance at high heat flux and low fluid inlet temperature �30 and
40°C�. One explanation is that the wall-to-bulk temperature dif-
ference increased with the axial distance and that the secondary
flow pattern induced by the fluid density variations became stron-
ger. For fluid inlet temperatures of 30 and 40°C at a heat flux of
23.6 kW/m2, the surface temperature difference reached 6.4 and
2.7°C at 122 diameters, respectively. This temperature difference
resulted in a calculated Nusselt number difference of 22.8% for
30°C and 10.2% for 40°C.

The surface temperature difference between the top and side
was insignificant at x /D=122 at fluid inlet temperature of 50 and
60°C even with a high heat flux �23.6 kW/m2�. This was mainly
because at this high heat flux the surface temperature exceeded
70°C at x /D�80 and the surfactant lost its drag reduction effects
at this temperature. Consequently, turbulence �mixing� occurred
near the wall area, which reduced the temperature difference.

Table 1 also indicates that the temperature difference between
the top and midside is relatively small, all within 0.7°C, for the
experiments performed at lower heat flux. This means the buoy-

Fig. 8 Nusselt number as a function of axial distance at a fluid
inlet temperature of 30°C and velocity of 1.5 m/s at various
heat fluxes. Dashed lines are theoretical values.

Table 1 Measured surface temperature difference between top
and midside of test pipe at various heat fluxes
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ancy effect was reduced at low heat flux because the difference
between the wall and bulk fluid temperature was also reduced. It
was also observed, at low heat flux, that the surface temperature
did not drop at x /D�80 since it was well below 70°C and the
surfactant did not lose its drag reduction effect.

Based on the experimental results for Ethoquad T13/27,
Gasljevic �19� found that the effects of buoyancy do not seem to
be important for values of GrPr/Re less than about 3. However,
the authors �19� pointed out that this criterion may have some
limitation since only one fluid was used.

To test this criterion for the surfactant �Ethoquad O/12 PG�
used in the current study, the GrPr/Re numbers were computed
based on the experimental data for the three runs at 30°C and
various heat fluxes shown in Fig. 8. The GrPr/Re number ranged
from 8.8 to 29.7 at a heat flux of 23.6 kW/m2 and from 1.9 to 6.2
at a heat flux of 4.76 kW/m2 along the test section. For the heat
flux of 2.36 kW/m2, the GrPr/Re number was between 1.0 and
3.3 along the test section. The experimental Nusselt number for
the last case had the best agreement with the theoretical value
�with a difference within ±12%�.

Similar comparisons were also made for experimental runs with
fluid inlet temperature of 50°C. The experimental Nusselt num-
bers at a velocity of 2.0 m/s at a relatively low heat flux
�4.72 kW/m2� were from 18 to 36% higher than the theoretical
ones �GrPr/Re number from 1.6 to 5.0�. However, at high heat
flux �23.6 kW/m2�, the experimental Nusselt numbers were 53–
80% higher than the theoretical values for 0�x /D�80 �GrPr/Re
number from 7.3 to 15.3�, and up to 148% higher at locations after
80 diameters �Gr Pr/Re�16�. The high deviation after 80 diam-
eters at high heat flux was again because the surfactant lost its
drag reduction effects at 70°C and turbulence �mixing� occurred
and the Nusselt number increased.

For experimental runs at 40 and 60°C, the experimental Nus-
selt numbers at high heat flux �23.6 kW/m2� were also more than
50% higher than the theoretical ones when the drag-reducing so-
lution was in the effective temperature range. In all these cases,
the GrPr/Re number was well above 3.5 �typically 10–25� along
the entire length of the test section. The results further support the
criterion suggested by Gasljevic �19�, that for values of GrPr/Re
less than about 3 the effects of buoyancy are not important.

6 Conclusions
A series of experiments has been performed at various fluid

inlet temperatures and velocities for drag-reducing surfactant
Ethoquad O/12 PG solution �2000 ppm�.

It was found that the drag reduction ranged from 70 to 85%
before the critical wall shear stress was reached. The drag reduc-
tion increased with increasing fluid temperature and reached
maximum effectiveness at 50°C. The drag reduction effect dimin-
ished at 60°C and finally disappeared at approximately 70°C.
Along with the drag reduction, the heat transfer coefficients were
also reduced. The experimental results showed that the heat trans-
fer coefficient reduction was similar to or greater than the drag
reduction. It ranged from 80 to 90%.

The Reynolds numbers at which these experiments were carried
out are such that turbulent flow would be expected. Other authors
have referred to such conditions as turbulent flow, and have indi-
cated that the turbulence may be damped or partially suppressed
by the action of the drag-reducing agent. It was nevertheless
found that the heat transfer coefficients measured at low heat
fluxes were well matched to the theoretical predictions for laminar
flow �with a difference within ±12%�. It would seem that the
damping of the turbulence achieved by the drag-reducing addi-
tives is sufficient that the flow may, for practical purposes, be
regarded as laminar as far as heat transfer is concerned. Recent
work �4� has shown that turbulent heat transfer perpendicular to
the wall is reduced to a small fraction of that expected for the fluid

without drag reducing agent, and that the effect is most marked
near the wall, where the temperature gradient is greatest. This is
consistent with our results.

At high heat flux in this turbulence-suppressed flow, the experi-
mental Nusselt numbers were more than 50% higher than the
theoretical predictions. The higher Nusselt number was mainly a
result of a buoyancy effect. The higher the heat flux, the stronger
the buoyancy effect �higher GrPr/Re number� on the drag-
reducing fluid. In order to reduce the buoyancy effect on the heat
transfer measurements relatively low heat flux should be applied.
For the current study it corresponded to GrPr/Re number less than
3.5, which supported the criterion suggested by Gasljevic �19� for
evaluating the buoyancy effects.
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Nomenclature
D 	 pipe diameter, m

DR 	 drag reduction, %
f 	 friction factor

Gr 	 Grashof number based on diameter,
Gr=g
D3�T /�2

HTR 	 heat transfer reduction, %
h 	 heat transfer coefficient, W/m2 K
k 	 thermal conductivity, W/m K
L 	 pipe length, m

Nu 	 Nusselt number, Nu=h ·Di /k
Pr 	 Prandtl number, Pr=� /
Q 	 input electrical power, W
R 	 radius of pipe, m

Re 	 Reynolds number, Re=u ·Di /�
T 	 temperature, °C
u 	 fluid velocity, m/s
x 	 axial distance from pipe inlet, m

Greek Symbols
 	 thermal diffusivity, m2/s
� 	 roughness of a pipe, m
� 	 kinematic viscosity, m2/s

Subscripts:
b 	 bulk
f 	 Fanning
i 	 inner
s 	 surfactant

w 	 water or pipe wall
x 	 local
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Numerical Simulation of Flow
Field and Heat Transfer of
Streamlined Cylinders in Cross
Flow
The drag and convective heat transfer coefficients along the outer surface of lenticular
and elliptical tubes with minor-to-major axis ratios of 0.3, 0.5, and 0.8 were determined
numerically for cross-flow Reynolds numbers from 500 to 104. The two-dimensional,
unsteady Navier-Stokes equations and energy equation were solved using the finite vol-
ume method. Laminar flow was assumed from the front stagnation point up to the point of
separation. Turbulent flow in the wake was resolved using the shear stress transport
k-� model. Local heat transfer, pressure and friction coefficients as well as the total drag
coefficient and average Nusselt number are presented. The results for streamlined tubes
are compared to published data for circular and elliptical cylinders. Drag of the elliptical
and lenticular cylinders is similar and lower than a circular cylinder. Drag can be
reduced by making the streamlined cylinders more slender. Drag is relatively insensitive
to Reynolds number over the range studied. An elliptical cylinder with an axis ratio equal
to 0.5 reduces pressure drop by 30–40% compared to that of a circular cylinder. The
Nusselt numbers of lenticular and elliptical cylinders are comparable. The average Nus-
selt number of an elliptical or lenticular cylinder with axis ratio of 0.5 and 0.3 is 15–35%
lower than that of a circular cylinder. �DOI: 10.1115/1.2188463�

Keywords: heat transfer, pressure drop, lenticular, elliptical, cylinder, cross flow, sub-
critical flow

Introduction
The objective of the present study is to quantify the impact of

shape on the drag coefficient and forced convection Nusselt num-
ber of streamlined tubes for cross flow in the subcritical flow
regime. The motivation for the study arose as a result of the in-
terest in developing a method to improve the performance of heat
exchangers made of polymer tubes. Polymer heat exchangers are
commonly used with corrosive fluids �1–4� and may compete with
metal heat exchangers in diverse applications where weight is a
concern or innovative shapes are desirable. Because of the relative
ease of extruding polymer tubes into a variety of shapes, it is
feasible to manufacture streamlined tubes, such as elliptical or
lenticular tubes. In a prior paper �5� we developed a procedure to
select the shape of the internal flow passage of such tubes consid-
ering the requirement to minimize deformation and to maintain
the strain limit at 5%. In general, tubes with a non-uniform wall
thickness distribution emerge as the best solution. We refer to
such tubes as “shaped tubes.” An example of a shaped tube with a
circular inner flow passage and an elliptical outer profile is shown
in Fig. 1. For such a tube, it is possible to determine the overall
heat transfer by treating the shaped tube as a base circular tube to
which longitudinal fin�s� are added to form the outer profile �6�. A
shaped tube efficiency can then be used in the same manner as fin
efficiency to determine the outside convective resistance once the
average film coefficient for a constant temperature surface is
known.

This numerical study provides the drag coefficient and average
heat transfer coefficient of various elliptical and lenticular cylin-
ders �Fig. 2� as functions of the minor-to-major axis ratio, termed

�o, and the Reynolds number. Because only the exterior of the
tubes is considered, the tubes were treated as solid bodies in the
numerical analysis and are thus referred to as cylinders. A value of
�o=1 represents a circular cylinder. The streamlined cylinders be-
come more slender as �o is decreased. Because it is expected that
heat exchangers will use very small diameter tubes, the range of
Reynolds numbers was restricted to 500�ReD�104. The charac-
teristic length scale is the length of the minor axis, D=2ro. This
Reynolds number range was selected based on gas speeds less
than 30 m/s and minor axis lengths of 1.5–4 mm. The results
presented extend the prior work on ellipses to a wider range of
shapes and lower Reynolds number and to our knowledge provide
the first examination of the lenticular cylinder. Calculated drag
coefficients and Nusselt numbers of the streamlined cylinders are
compared with measured data for circular cylinders.

Prior Work

Although prior studies of the flow and temperature distribution
of circular cylinders in cross flow abound in the literature, mea-
surement of drag and heat transfer of individual noncircular cyl-
inders in cross flow is limited to elliptical cylinders �7–10� prima-
rily for ReD�104, and for limited values of �o. In the subcritical
flow regime, the prior studies considered minor-to-major axis ratio
of 0.3 at ReD=1.6�104 �10�, 0.5 at 3000�ReD�4�104 �7,8�,
and 0.6 at 500�ReD�2886 �9�. In general, these studies show
the drag decreases as the ellipse is made more slender, i.e., �o
→0. At ReD�104, flow separation occurs at �=110 to 140 deg,
with � decreasing as �o is decreased �8�. For ReD�104, the drag
coefficient is estimated by �11�
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CD = 0.015�1 +
1

�o
� + 1.1�o �1�

This correlation indicates the drag of an ellipse with �o=0.5 is
60% of that of a circular cylinder. Drag reductions may be less
significant at lower Re because the boundary layer remains lami-
nar prior to separation. For example, at 3000�Re�4�104, the
drag coefficient is reduced 20–40% for an elliptical cylinder with
�o=0.5 �8�.

Heat transfer correlations developed for subcritical flow across
an elliptical cylinder are also limited to a few geometries, namely
�o=0.3 and 0.5. As presented in Table 1, the prior studies have
correlated the Nusselt number in the conventional form

NuL = C ReL
m �2�

with some variation in the choice of the characteristic length scale
L �8,10,12,13�. In the present study, to facilitate a straightforward
comparison of shapes, the length scale used in Re and Nu is the
minor axis, D. Using this common length scale, the NuD of an
elliptical cylinder with �o=0.5 is 12% lower than that of a circular
cylinder at ReD=5000.

Numerical Method
The flow and temperature distributions across individual

streamlined cylinders were modeled with FLUENT® assuming an
unsteady two-dimensional flow. The flow was assumed to be in
the direction of the major axis, i.e., with zero angle of attack, and
a constant temperature boundary is assumed at the surface of the

cylinder. The boundary layer over the cylinder was modeled by
assuming a laminar zone from the front stagnation point at �=0 to
��90°, and a turbulent zone from 90° ���180°, using the
shear stress transport �SST� k-� model �14�. Increasing the lami-
nar zone to �=110°, which is closer to the predicted angle of
separation, had no effect on the calculated drag coefficient. This
approach was taken after unsuccessful trials of fully laminar and
turbulent models. The laminar models over predicted the size of
the bubble in the wake. The turbulent models, including the stan-
dard k-� model, the standard k-� model, the SST k-� model and
the v2F model, under predicted drag, especially for slender el-
lipses, by as much as 30%. The combined laminar/turbulent ap-
proach produced local and average results that compare favorably
to measured data.

The computational domain and boundary conditions are shown
in Fig. 3; an elliptical cylinder is shown for illustration. The size
of the domain ensured the boundaries did not affect vortex shed-
ding or drag force. It has been suggested that the lateral boundary
should be at least eight diameters from the center of a circular
cylinder at ReD=100 �15�. Because the present simulations in-
volve higher Reynolds numbers, the lateral boundary was located
16 diameters from the center of the cylinder. The upstream and
downstream boundaries were set to 16� and 40�, respectively,
based on prior simulation of a circular cylinder �16�.

At the inlet, uniform air velocity and temperature boundary
conditions were imposed.

p = p�; ux = u�; uy = 0 �3�

T� = 300 K �4�
The initial velocity and temperature fields were set equal to the
uniform inlet condition. The inlet free stream turbulence intensity
was set to 1%. A fully developed boundary condition was applied
at the outlet.

�	

�x
= 0, 	 = ux,uy,T,p �5�

Symmetry boundary conditions were applied at the lateral
boundaries.

�	

�y
= 0, 	 = ux,T,p �6�

uy = 0 �7�
The no-slip boundary condition was applied at the isothermal cyl-
inder wall.

ux,w = uy,w = 0 �8�

Table 1 Heat transfer correlations for cross flow over indi-
vidual elliptical cylinders

Correlation Length scale Source

NuL=C ReL
m

103�ReL�105 and �o=0.5, L=2� �12�
C=0.344, m=0.573 at 
=0°
C=0.470, m=0.537 at 
=15°
NuL=C ReL

m,
103�ReL�105 and �o=0.3 L=2� �10�
C=0.546, m=0.539 at 
=0°
C=0.839, m=0.492 at 
=15°

NuL = 0.27 ReL
0.6Pr0.37� Pr

Prw
�0.25

L=2� �8�

103�ReL�104, �o=0.5, 
=0
NuL=0.224 ReL

0.612,
103�ReL�104, �o=0.5, 
=0 L=ro+� �13�

Fig. 1 Example of a “shaped” polymer tube. The outer surface
of the tube is an ellipse. The inner flow passage is circular. The
non-uniform wall is selected to minimize the conductive resis-
tance across the wall and to prevent deformation and strain
failure †5‡.

Fig. 2 Streamlined outer profile of „a… elliptical, and „b… len-
ticular tubes. The outer surface of a lenticular cylinder is
formed by two symmetrically intersected arcs, each given by
„r cos �…2+ „r sin �+Rl−ro…

2=Rl
2, where and �o is the length ratio

of the minor to major axis of the outer surface. A value of �o
=1 represents a circular cylinder. The cylinders become more
slender as �o is decreased.
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Tw = 360 K �9�
The second-order upwind method was used for spatial discreti-

zation. Time derivatives were discretized using the second-order
implicit method. The segregated solver was applied to solve the
momentum equations and the energy equation. At each step, the
momentum equations were first solved to obtain the velocity field.
The pressure field was updated by solving the Poisson equation.
The pressure field and the velocity field were coupled by the
SIMPLEC method. After solving the continuity equation and mo-
mentum equations, the energy equation was solved to achieve a
quasi-steady periodic solution. The integrated pressure force and
heat transfer over the cylinder surface were monitored as a func-
tion of time at each ReD. The steady-periodic state was achieved
when the variation in the oscillating amplitudes of the pressure
force and heat transfer rate was less than 1%.

The computational domain was meshed using GAMBIT �17�
with unstructured triangular meshes using a pave method except
inside the boundary layer where a quadratic mesh was used �Fig.
4�. The boundary layer thickness before separation was estimated
by a theoretical formulation �8�. The inlet and outlet boundaries
were meshed into 32 grid points. The upper and lower boundaries
were meshed into 150 grid points. The cylinder wall was meshed
into 60 grid points. Thirty layers of quadratic meshes were at-
tached inside the boundary layer. The radial thickness of the first
mesh layer was 5�10−5ro. The mesh was increased by a factor of
1.3 in the radial direction. The total thickness of the attached
quadratic meshes was 0.45ro. The number of nodes used is shown
in Table 2 for an elliptical cylinder with �o=0.5. For each cylin-
der, the mesh was refined at ReD=500 and 104 until the variations
of the time averaged values of CD and NuD were less than 2.5%.
Based on the comparison in Table 2, 23,670 nodes were applied
for the elliptical cylinder with �o=0.5. A similar analysis was
conducted for each shape. The number of nodes applied was

34,058 and 44,030 for elliptical cylinders with �o=0.3 and 0.8,
respectively. For lenticular cylinders, 44,663, 30,242, and 22,128
nodes were used in simulations of flow for �o=0.3, 0.5 and 0.8,
respectively.

Large time steps were applied initially to reach a steady-
periodic solution efficiently. At that point, the time step was se-
lected based on the expected vortex shedding frequency in the
wake area �18–21�. For each shape, 100 time steps were per-
formed per period. The time step was selected to assure conver-
gence of the total drag over the range of Reynolds number
considered.

Analysis
The primary results of interest are the steady periodic overall

drag coefficient and average Nusselt number. Local values of fric-
tion coefficient, pressure coefficient and Nusselt number were
compared to prior experimental data to validate the computational
approach. The time averaged value of variable f�t� at the steady-
periodic state is given by

f̄ =

�
t=t0

t1

f�t�dt

t1 − t0
�10�

where t1− t0 is ten times the vortex shedding period.

Flow Field. Local pressure and friction coefficients as well as
total drag were computed. The local pressure coefficient is defined
as

Cp,� =
p� − p�

1

2
�u�

2

�11�

where P� is the time-averaged local pressure on the cylinder sur-
face with an angular coordinate of � measured from the front
stagnation point and the reference pressure p�=p0−�u�

2 /2, where
p0 is the stagnation pressure. The local friction coefficient is de-
fined as

Table 2 Test of grid independence for an ellipatical cylinder
with �o=0.5

�o ReD Number of nodes CD NuD

500 23,670 0.81 9.6
0.5 79,090 0.81 9.5

104 23,670 0.60 48.1
79,090 0.59 48.1

Fig. 3 Computational domain and boundary conditions of flow and heat
transfer

Fig. 4 Triangular and quad meshes for flow over an individual
elliptical cylinder
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Cf ,� =
�w

1

2
�u�

2

�12�

The wall shear stress was evaluated from the normal velocity
gradient at the cylinder wall.

�w�t,�� = 	
�u�t,��

�n
	

w

�13�

The drag coefficient, CD, is the sum of the time-averaged pressure
coefficient and time-averaged friction coefficients.

CD = Cp + Cf �14�
where

Cp =
Fp

A�

�u�
2

2

�15�

and

Cf =
Ff

A�

�u�
2

2

�16�

The projected area of the cylinder is perpendicular to the direction
of flow; A�=2ro, assuming cylinders of unit length. Total pressure
force and wall shear stress were determined by integration over
the surface of the cylinder

Fp�t� =�
0

2�

���t,��r� cos � d� �17�

Ff�t� =�
0

2�

�w�t,��r� sin � d� �18�

Heat Transfer. Local and average Nusselt numbers were deter-
mined. The local Nusselt number is given by

NuD,� =

−�
t0

t1

2ro� �T�t,��
�n

�
w

dt

t1 − t0
. �19�

The average heat transfer coefficient and Nusselt number over the
surface are

h̄ =
Q̄

AHT�Tw − Tw�
�20�

and

NuD =
h̄ · 2ro

k�

�21�

where heat transfer rate Q was reported in FLUENT as a function of
time. The heat transfer surface areas, AHT, for elliptical and len-
ticular cylinders of unit length are given by Eqs. �22� and �23�,
respectively.

AHT,e = ��ro + �� �22�

AHT,1 = 4R arcsin� �

R
� �23�

Results
The presentation which follows is structured first to validate the

numerical approach and second to highlight the effects of shape,
both geometry and length ratio, �o, on drag and heat transfer.

Validation of Numerical Approach. The numerical approach
was assessed by comparing local and average values of drag co-
efficient and Nusselt number to prior data for an ellipse with �o
=0.5. The local friction coefficient is presented in Fig. 5. The
overall drag coefficient is plotted as a function of ReD in Fig. 6.
Local and average Nusselt numbers are shown in Figs. 7 and 8.

In Fig. 5 the numerical and measured �8� instantaneous values
of Cf ,� at ReD=3200 are compared. The measured data were ob-
tained for a free stream turbulence intensity of 0.3%. The error
bars in the graph are based on estimates in �8�. The overall trends
in the predicted and measured data are similar. The predicted
separation point at �=112 deg �the angle at which Cf ,�=0� agrees
well with reported values of 110–140 deg �8�. The behavior of
the friction drag coefficient after separation reflects the develop-
ment of vortices in the wake. The change in the friction coefficient
near 180 deg is due to an increase in the magnitude of vorticity.
The vortices in the wake are not symmetric and thus the location
of the inflection point will change over about 10 deg with time. As
will be shown later in the discussion of Fig. 9, the skin friction
drag for the Reynolds number range of interest is much less than
form drag.

In Fig. 6, the numerical drag coefficient is compared to mea-
sured values �7,8� for 500�ReD�1.2�104. There is some scatter
in the data, and the numerical results fall within the measured
values. The data and numerical model indicate the drag coefficient
is relatively insensitive to ReD in this range.

The steady periodic local Nusselt numbers are plotted in Fig. 7
for ReD=3074. These values are averages over one shedding pe-

Fig. 5 Comparison of predicted local friction coefficient with
experiment †8‡ for an elliptical cylinder with �o=0.5 at ReD
=3200

Fig. 6 Comparison of numerical drag coefficient with experi-
ment †7,8‡ for an elliptical cylinder with �o=0.5
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riod and do not exhibit the oscillations of vortex shedding. The
numerical average Nusselt number is compared with an empirical
correlation �8� and data obtained with a constant heat flux bound-
ary condition �12�. The predicted values are close to the measured
data, which are about 20% lower than the correlation developed
by Zukauskas and Ziugzda �8�.

In Fig. 8, the average Nusselt number for 500�ReD�104 is
compared to empirical correlations developed for an ellipse with
�o=0.5 �see Table 1�. The numerical Nusselt number falls within
the range of values predicted with the empirical correlations
�8,12,13�.

Parametric Study. Attention is first turned to the effect of
streamlined cylinder shape, both geometry and length ratio, �o, on
the drag coefficient. Numerical results for elliptical and lenticular
cylinders with �o=0.3, 0.5 and 0.8 at 500�ReD�104 are com-
pared to experimental data for circular cylinders ��o=1�. The re-
sults are interpreted to determine the conditions under which the
shaped tube is feasible from the perspective of reducing drag in
laminar cross flow.

Figure 9 shows the friction, pressure and total drag coefficients
versus Re for an elliptical cylinder with �o=0.3. The plot illus-
trates the importance of form drag as opposed to friction drag
even for the most streamlined ellipse considered. The value of Cp
is two to eight times the value of Cf depending on the value of Re.
The overall drag coefficient is not a strong function of Re but

there is a slight downward trend in drag coefficient as Re is in-
creased from 500 to 10,000. The trends shown in this figure are
similar for the other length ratios and the lenticular cylinder.

Figure 10 shows the effect of geometry �ellipse, lenticular or
circular cylinder� and �o on the overall drag coefficient. The nu-
merical data are best correlated for 5000�ReD�104 by

CD,e = �0.112 ± 0.009��o
2.6±0.5 ln ReD,e + �0.41 ± 0.04� �24�

for elliptical tubes with R2=0.9919 and

CD,l = �0.120 ± 0.006��o
2.2±0.4 ln ReD,l + �0.46 ± 0.05� �25�

for lenticular cylinders with R2=0.9945. The drag coefficients of
the elliptical and lenticular cylinders are similar. The impact of Re
within the range considered is insignificant for both streamlined
geometries. The value of CD decreases as the cylinders are slen-
derized, i.e., �o is decreased. For example, for an elliptical cylin-
der, CD at �o=0.3 is 25% lower than that at �o=0.5 and 60%
lower than the circular cylinder �22�. The decrease in drag coef-
ficient is attributed to a delay of separation as �o is decreased
�Table 3�. Significant reductions in drag compared to that of the
circular cylinder are possible for �o�0.5. To illustrate this point,
consider elliptical and lenticular cylinders with �o=0.5 at ReD
=5000; drag is reduced by 37%, and 31%, respectively, compared
to the circular cylinder.

Next, consider the effect of shape on heat transfer. Although the
streamlined cylinders provide a reduction in drag, the average

Fig. 7 Comparison of predicted local Nusselt number with ex-
periment †12‡ and an empirical correlation †8‡ for an elliptical
cylinder with �o=0.5 at ReD=3074

Fig. 8 Comparison of predicted average Nusselt number with
empirical correlations †8,12,13‡ for an elliptical cylinder with
�o=0.5

Fig. 9 Friction, pressure and drag coefficient of an elliptical
cylinder with �o=0.3

Fig. 10 Comparison of drag coefficients of elliptical, lenticular
and circular cylinders. The drag coefficient of a circular cylin-
der is calculated from correlation of †22‡.
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Nusselt number is expected to be lower than that for a circular
cylinder. The potential benefit of added surface area depends on
the material and geometry. For cylinders with non-uniform wall
thickness, heat transfer is expressed in terms of a shaped tube
efficiency �, which depends solely on Biot number, based on the
length of material added to a base circular tube, and a dimension-
less length, �o=ro /� �6�. The shaped tube efficiency is used in the
same manner as a fin efficiency to determine the outside convec-
tive resistance.

Rth,o =
1

�hoAo

�26�

The average heat transfer coefficient for a constant temperature
surface can be obtained from the present simulations. The pre-
dicted average Nusselt number for elliptical and lenticular cylin-
ders is plotted along with that for a circular cylinder at 500
�ReD�104 in Fig. 11. The numerical results are best correlated
for the elliptical cylinder by

NuD,e = �0.37 ± 0.03��o,e
0.4±0.1 ReD,e

0.554±0.008 �27�

with a coefficient of determination R2=0.9992, and for the len-
ticular cylinder by

NuDo,l = �0.3 ± 0.1��o,l
0.46±0.06 ReD,l

0.60±0.05 �28�

with R2=0.9817. The elliptical cylinder correlation is nearly iden-
tical to that reported in literature �8,10,12�. NuD increases with
increasing �o. An elliptical cylinder with �o=0.5 has a 16% higher
heat transfer coefficient than that one with �o=0.3. At �o=0.8, the
predicted Nusselt number reaches that of a circular cylinder
whose diameter equals the length of the minor axis �D=2ro�.

Conclusion
The numerical simulations of the drag and heat transfer across

elliptical and lenticular cylinders in cross flow for 500�ReD
�104 provide generalized expressions for drag coefficient and
average Nusselt number for a range of profiles. Compared to cir-
cular cylinders, the streamlined tubes result in a delay of separa-
tion and thus increasing reductions in form drag as the cylinders
are made more slender, i.e., �o is decreased. There is no substan-
tial difference in the drag over elliptical or lenticular cylinders
with the same value of �o. Compared with a circular tube, the drag
coefficient is reduced by 30–40% by the use of an elliptical tube
or lenticular tube with �o=0.5. The numerical results are well
correlated in the forms given in Eqs. �24� and �25�.

General Nusselt number correlations were developed for con-
stant surface temperature cylinders. As with drag coefficient, the
average convective heat transfer coefficient is similar for elliptical
and lenticular cylinders for a fixed value of �o. This similarity is
based on using a common length scale based on the diameter of
the cylinder perpendicular to the flow, i.e., the length of the minor
axis. The Nusselt number increases with increasing �o and is

lower than measured values for a circular cylinder. The numerical
results are well correlated in the forms given in Eqs. �27� and �28�.

Although the results presented here for individual cylinders
cannot be directly extended to banks of tubes, the general finding
that streamlined tubes have lower drag coefficients and lower av-
erage heat transfer coefficients than do circular cylinders is antici-
pated to apply to tube banks. The effect of pitch-to-diameter ratio
on drag and heat transfer for tube banks requires additional study.
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Nomenclature
AHT � heat transfer surface area of cylinders, per unit

length, m2

A� � projected are of the cylinder in the direction
perpendicular to flow, m2

Bi � Biot number, Bi= h̄ro /kw

Table 3 Angle of separation for circular, elliptical and lenticu-
lar cylinders with �o=0.3, 0.5, and 0.8 at 500ÏReDÏ104

Shape �o

Angle of separation
�degree�

Circular 1.0 80 �measured by �8��
Elliptical 0.3 155–135a

0.5 130–100
0.8 110–90

Lenticular 0.3 145–110
0.5 130–95
0.8 110–90

aThe angle of separation increases slightly as Re is increased. For example, for an
ellipse with �o=0.3, separation occurs at 155 deg at ReD=500 and 135 deg at Re
=104.

Fig. 11 Average Nusselt number of streamlined cylinders with
�o=0.3, 0.5, and 0.8 at 500ÏReDÏ104, „a… elliptical, „b… lenticu-
lar. The Nusselt number of the circular cylinder is calculated
from correlations provided by †8‡.
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CD � drag coefficient
Cf � friction coefficient
Cp � pressure coefficient
D � length of the minor axis, D=2ro, m

Fp � pressure force, N
Ff � friction force, N
h � convective heat transfer coefficient, W/m2 K
k � thermal conductivity, W/m K
� � length of the semi-major axis, m

Nu � Nusselt number
P � fan pumping power, W
Pr � Prandtl number of the fluid, evaluated at the

fluid bulk temperature
Prw � Prandtl number of the fluid, evaluated at the

tube wall surface temperature
p � pressure, Pa
Q � heat transfer rate, W
R2 � coefficient of determination
R1 � arc radius of the lenticular cylinder, m
Re � Reynolds number

r � radial coordinate, m
ri � radius of inside circular channel, m
ro � length of outside semi-minor axis, m
T � temperature, K
t � time, s
u � velocity, m/s
V � volumetric flow rate, m3/s

Greek Symbols
� � angle measured from the front stagnation

point, degree
� � shaped tube efficiency
� � tube effectiveness, Eq. �29�

 � angle of attack, degree

�o � outside tube length ratio of the minor-to-major
axis, �o=ro /�

�t � length ratio of the wall thickness at �=90° to
the outside minor axis, �t= t /ro

�w � wall shear stress, N/m2

� � performance effectiveness, defined as the ratio
of heat transfer rate to fan pumping power of
an individual elliptical to that of a circular
tube, Eq. �34�

Superscript
¯ � overbar indicates time-averaged quantity

Subscript
c � refers to a circular cylinder
e � refers to an elliptical cylinder

L ,D � refers to characteristic length
l � refers to a lenticular cylinder
o � refers to value at cylinder outer surface
w � refers to value at the cylinder wall

x ,y � refer to values at x and y direction
� � refers to values at angle �
� � refers to free stream
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Film-Cooling Efficiency in a Laval
Nozzle Under Conditions of High
Freestream Turbulence
In the present work we experimentally examined the effect of enhanced freestream tur-
bulence on the film-cooling efficiency in an axisymmetric supersonic nozzle. A consider-
able reduction in the film-cooling efficiency was observed with increasing level of flow
turbulence, both in the subsonic and supersonic parts of the Laval nozzle. For instance,
an increase in the freestream turbulence number from 0.2% to 15% resulted in more than
twofold deterioration of film-cooling efficiency. A similar decrease of film-cooling effi-
ciency was also observed under off-design flow conditions. At the same time, the increase
in the freestream turbulence number had almost no effect on the recovery factor and on
the distribution of static pressure over the length of the nozzle. The Kutateladze-Leont’ev
asymptotic theory of gas cooling films was used to generalize the experimental data for
nozzle flows with allowance for flow nonisothermality, compressibility, longitudinal pres-
sure gradient, and high freestream turbulence number. �DOI: 10.1115/1.2188508�

1 Introduction
Film cooling is widely used in protecting the working surfaces

of apparatus against high-temperature or aggressive flows. By
now, ample data concerning this matter have been accumulated;
these data were summarized in several reviews �see �1–5��. Ther-
mal protection presents an especially challenging problem in La-
val nozzles, the most heat-beat components of high-speed turbines
�5–7�, and rocket engines �2,3�. Distinctive features of nozzle
flows are their considerable acceleration in the convergent part of
the nozzle, high level of heat fluxes in the nozzle throat, and
effects due to flow compressibility in the supersonic part of the
nozzle. A numerical study of nozzle flows presents rather a com-
plex problem �5,8� because, here, effects due to the laminar-
turbulent transition, relaminarization of the turbulent boundary
layer under high pressure gradients, high freestream turbulence,
and compressibility must be taken into account. Another feature
that additionally hampers simulation studies in this area is the
change in the type of transfer equations for the transonic region of
the flow. For all these reasons, an experimental study of film-
cooling efficiency in high-turbulence Laval-nozzle flows remains
a topical problem.

Flow turbulization is known to have a profound effect on the
friction and on heat-transfer processes in near-wall flows �9,10�.
The turbulence number in turbomachine cascades can run into
35% �5,9�. Under gradientless conditions, enhanced turbulence
results in substantial deterioration of film-cooling efficiency
�4,5,11–16�.

Film cooling in Laval nozzles is a multiparametric problem
involving the interaction of a high-turbulence external flow with a
wall jet under the action of steamwise gradient of flow velocity
and compressibility. Moreover, the acceleration of the nozzle flow
drastically modifies the distribution of velocity fluctuations over
the length of the nozzle compared to the flow in a cylindrical pipe
�17–19�. The above features of flows in film-cooled axisymmetric
nozzles are expected to have an effect on the distribution of the
efficiency factor.

Available works on film cooling in Laval nozzles �see, for in-
stance, �20–22��, in which experiments were performed under

conditions of low freestream turbulence, have revealed a profound
effect of steamwise acceleration and compressibility of the flow
on the efficiency factor.

There are many reported studies on film cooling in high-
turbulence flows produced by gas-turbine cascades �4–6,10�; yet,
almost no data were reported on protective properties of high-
turbulence films in nozzle flows �18�. The most complex cases of
film-cooled nozzles include off-design discharge regimes, with
compression shocks entering the supersonic part of the nozzle. For
low-turbulent flows, such regimes were experimentally examined
in �7,23�. The authors of �7,23� showed that compression shocks
cause intense mixing of the protective film flow and, therefore,
decrease the efficiency factor. No such data were obtained for
conditions with high main-flow turbulence.

In the present study, we experimentally examined the film-
cooling efficiency in an axisymmetric supersonic Laval nozzle
under various freestream turbulence numbers in design and off-
design regimes. The experimental results were compared to data
on the film-cooling efficiency in cylindrical pipes under identical
thermal and gas-dynamic conditions at the inlet to the channel.
This allowed us to directly determine the influence of the above-
indicated factors on film-cooling efficiency.

2 Experimental Setup and Procedure
The experiments were performed in an open-type wind tunnel

facility. The working gas was compressed air. The diagram of the
test section is shown in Fig. 1�a�. The major components here are
turbulizer 1, settling-chamber convergent part 2, partition 3, injec-
tion chamber 4, and Laval nozzle 6. The flow compression ratio in
the convergent part 2 is n=7.2. The film flow was injected into the
main flow out of the injection chamber 4 through an annular tan-
gential slot of height s=2 mm. The partition 3, which separated
the main flow and the wall jet flow, was made of caprolone. The
thickness of the partition was 0.2 mm.

The geometry of the Laval nozzle is depicted in Fig. 1�c�. The
supersonic nozzle 6, whose wall thickness is 12–16 mm, was
made of textolite. The semi-angle of convergence of the subsonic
part of the nozzle is 30 deg, and the semi-vertex angle of diver-
gence of its supersonic part is 6 deg. The inlet and outlet diam-
eters of the nozzle are D0=80 mm and DA=50 mm, and the
nozzle-throat diameter is Dk=20 mm. The length of the nozzle is
L=212 mm. To avoid flow separation and the formation of stag-
nant zones, the nozzle contour at the entrance to the nozzle was
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rounded off with radius r=0.7�R1=28 mm; in the nozzle-throat
section, the rounding-off radius was r=1.5�Rk=15 mm.

To turbulize the main flow, turbulence generators were used,
prepared as disks with drilled holes. A schematic of the turbulizers
is shown in Fig. 1�b�. The turbulizers were fabricated strictly ob-
serving the recommendations given in �9�. The thickness of the
steel disks was 4 mm, and their diameter was D=219 mm. The
diameter of the holes was d=10 mm. Various freestream turbu-
lence numbers were obtained with disks having different numbers
of holes. Uniform profiles of flow velocity and turbulence inten-
sity at the exit plane of the slot were obtained due to the compres-
sion of the flow in the convergent part 2. The measured energy
spectra of velocity fluctuations displayed no local peaks. The fluc-
tuations were isotropic within 20%. The integral streamwise tur-
bulence scale was L=6–10 mm at Tu0=7–15% and L=5 mm at
Tu0=0.2%. The turbulence number Tu0 at the inlet to the nozzle
was 0.2% in the case without a turbulizer. With turbulizers having
25, 13, and 7 holes, freestream turbulence numbers of 7%, 12%,
and 15% were obtained.

The range of stagnation pressure in the experiments was as
follows: the stagnation pressure at the inlet to the nozzle in the
design flow regime was p0=7.2�105 Pa; in the presence of com-
pression shocks, this pressure decreased to p0=2�105 Pa. The
injection parameter was m=0.1–0.3. The turbulence number of
the flow at the inlet to the channel was Tu0=0.2–15%. The main-
flow temperature and the injected-flow temperature were T0
=292 K and Ts=360 K, respectively. The flow velocity at the inlet
to the nozzle was U0=15 m/s, and the Mach number at the nozzle
exit plane in the design regime was M =3.4. The adiabatic-wall
temperature was measured by chromel-copel thermocouples pre-
pared from 0.2 mm dia wire. The holes for tapping the static pres-
sure over the length of the nozzle were 0.4 mm dia. The mean and
pulsating flow velocities in the subsonic part of the nozzle and in
the cylindrical pipe were measured with the help of a DISA 55M
two-wire anemometric system. To measure the temperatures, pres-
sures, velocities, turbulence numbers, and other flow quantities, an
automated data acquisition and processing system was used
�22–24�. The basic errors in the experiment were as follows: tem-
perature, 0.2–3%;pressure, 0.5–2.5%; flow velocity, 0.3–4%,
mean-square velocity fluctuations, 3–8%; and film-cooling effi-
ciency, 3–10%.

3 Inlet Conditions
First of all, we examined the dynamic characteristics of the

flow at the inlet to the test section. The measured fields of the
mean and pulsating flow velocity at the slot exit plane showed that
the injected flow was uniform within 2–5% and 6–10% in terms
of the mean and pulsating velocity, respectively. The profiles of
flow velocity in the boundary layer at the Reynolds number Re0
=8�106 in the slot exit plane are shown in Figs. 2�a� and 2�b� for
the minimum and maximum turbulence number. The same figure
shows the power function �2�

U

Um
= A�n�� y

�**�
1
n

�1�

fitting the velocity profile, for two values of the power exponent,
1 /n=1/7 �A�n�=0.717�, and 1/n=1/12 �A�n�=0.797�.

It is seen from the figure that the measured profiles of flow
velocity in the boundary layer well agree with the power velocity
profile �1�: In the low-turbulent flow �Tu0=0.2% �, the measured
flow velocity profile is best fitted with the power exponent 1 /n
=1/7, whereas in the high-turbulence flow the exponent n grows
in value �in line with the data of �9��, so that at Tu0=15% the best
fit could be obtained with 1/n=1/12.

Based on the data obtained and on the data previously reported
by other authors, we adopted the following empirical linear de-
pendence of the power exponent n in �1� on Tu0:

n = n0 + bTu0 �2�

Here, n0=5.5, b=0.43, and the dimensions of Tu0 is in percent.
In Fig. 2�b�, the measured flow velocity profiles are plotted

in the universal coordinates; the line in this figure shows the
dependence

� =
1

k
ln � + B +

�

k
f� y

�
� �3�

where � is the flow profile parameter and f�y /�� is the Coles-
Hinze wake function.

The measured profiles closely follow the linear dependence for
viscous sublayer, with the “law of wall” in the turbulent core of
the flow �with turbulence constants k=0.41 and B=5.0� and with
the “law of wake” with the Coles-Hinze wake function �3� in the
outer region of the boundary layer. The velocity profile parameter
varies from �=0.55 in the low-turbulent flow �displacement
thickness �*=0.37 mm� to a negative value of �=−0.25 at Tu0
=15% ��*=2.46 mm�, in line with the experimental data of �9,10�.

Fig. 1 „a… Schematic of the test section: 1—turbulizer,
2—convergent part of the settling-chamber, 3—partition,
4—injection chamber, 5—fairing, 6—test section, 7—thermal in-
sulation, and 8—thermocouples; „b… turbulence generators „T
in „a……; „c… geometry of the Laval-nozzle contour
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The distribution of streamwise velocity fluctuations in the
boundary layer is shown in Fig. 2�c�. The profiles show that, for
all examined levels of freestream turbulence, we dealt with a de-
veloped turbulent near-wall flow displaying a characteristic maxi-
mum at the border between the viscous sublayer and the turbulent

core of the flow. With increase in the turbulence number, the fluc-
tuations grow in intensity both in the outer and near-wall regions.
For instance, in the low-turbulence flow �Tu0=0.2% � the intensity
of the fluctuations at the maximum amounted to 12.5%; in the
high-turbulence flow �Tu0=15% �, the same value was 17.6%.

The profile of flow velocity in the annular slot was almost para-
bolic, with boundary-layer thickness equal to half the slot height.
The turbulence number in the flow core was 4–6%.

4 Distribution of Flow Quantities Over the Length of
the Nozzle

The turbulence decay pattern along the axis of the subsonic part
of the nozzle �convergence semi-angle 30 deg� at the high
freestream turbulence number is illustrated in Fig. 3. For compari-
son, the same figure presents data showing how the turbulence
number Tu varies over the length of a cylindrical pipe at the inlet
conditions identical to those for the converging flow. The coordi-
nate z here is reckoned from the nozzle exit plane along the nozzle
axis, and Tu0 is the turbulence number at the inlet to the conver-
gent part of the nozzle.

Variation of Tu in a gradientless flow is given by the law for
uniform isotropic turbulence �17�

1

Tu2 = c� x�

M
+

xe�

M
�m

�4�

Here c and m are some constants, M is the cascade constant, and
xe� is the coordinate of the effective origin. The origin of x� coin-
cides with the turbulizer position �indicated as T in Fig. 1�a��. Two
characteristic sizes, the diameter of the holes and their spacing,
govern the generated turbulence. For the perforated-disk-type tur-
bulizers used in the present study, the choice of the dependence
for turbulence-energy degeneration presents a problem because
such turbulizers have several characteristic sizes, each influencing
the generation and decay of velocity fluctuations. Yet, as it was
shown in �9,19�, relation �4� also applies to such turbulizers pro-
vided that, under the characteristic scale M, the hole diameter d is
understood �see Fig. 1�b��. The least-squares method was applied
to the experimental data to evaluate the coefficients in �4� for
turbulizers with different numbers of holes. The power exponent
was found to fall in the range m=1.1–1.6; these values refer to the
early stage of turbulence decay �9,17�.

However, as it follows from the figure, the turbulence decay
pattern in accelerated flow is entirely different. The acceleration of
the flow results in a rapider decay of turbulence intensity com-

Fig. 2 „a… Profile of flow velocity in the main-flow boundary
layer at the slot exit plane, „b… profile of flow velocity in the
main-flow boundary layer in the universal coordinates, and „c…
distribution of streamwise velocity fluctuations in the main-
flow boundary layer

Fig. 3 Degeneration of turbulence in the convergent part of
the nozzle and in the cylindrical pipe
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pared to the case of cylindrical pipe. In a first approximation,
variation of fluctuations can be predicted based on the theory of
rapid deformation �17�

Tu

Tu0
=

1

c
� c

2
+

3

4c3�
ln

1 + �

1 − �
�1/2

, �2 = 1 − 1 � c3 �5�

Such a strong suppression of turbulence in the accelerated flow
is expected to make the effect of flow turbulence on heat-transfer
processes less pronounced compared to the case of cylindrical
pipe.

The film-cooling efficiency in the Laval nozzle was examined
for injection parameters m�0.3. In this connection, data were
obtained concerning the influence of the wall jet on the distribu-
tion of velocity fluctuations along the convergent part of the
nozzle; these data are presented in Fig. 3. The experimental data
show that the coolant flow injected at m�0.3 had almost no effect
on the measured distribution of turbulent fluctuations.

The gas-dynamic parameters of the flow along the nozzle were
calculated assuming one-dimensional isentropic expansion of the
flow. Figure 4�a� shows the predicted distributions of flow veloc-
ity and Mach number over the length of the nozzle. For the initial
parameters p0=7.2�105 Pa, T0=292 K, and M0=0.044, the pre-
dicted flow velocity at the nozzle throat is Uk=330 m/s, and the
Mach number at the nozzle exit plane is M =3.4.

In studies dealing with accelerated flows, it is common practice
to use, as determining parameters, the streamwise velocity gradi-
ent dU /dz and the flow acceleration parameter Kp. For one-
dimensional isentropic flow, the Kays acceleration parameter is
given by the expression

Kp =

	
D
dD

dz
�1 −

k − 1

k + 1
�2�

2�kUkFk��2 − 1�
�6�

Here 
 and D are the viscosity and the nozzle diameter in the
current cross section, and the subscript k refers to flow quantities

at the nozzle throat. The distribution of flow acceleration param-
eter for the inlet conditions of Fig. 4�a� is shown in Fig. 4�b�. It is
seen from the figure that the acceleration parameter varies non-
monotonically over the length of the nozzle, displaying a maxi-
mum in its subsonic part. The maximum value of Kp, Kp=4.75
�10−6, is observed in the inlet region, at the junction between two
parts of the nozzle, the arc of the circle of radius R=28 mm and
the straight line making the angle �=30 deg with the nozzle axis,
i.e., at the beginning of the conic part of the nozzle �see Fig. 1�c��.

For the longitudinal velocity gradient, the following depen-
dence was obtained:

dU

dz
=

2Uk
dD

dz
��1 −

k − 1

k + 1
�2�

D��2 − 1�
�7�

As it follows from Fig. 4�b�, the velocity gradient dU /dz in-
creases in the subsonic and decreases in the supersonic part of the
nozzle. For the adopted inlet conditions, this gradient attains its
highest value of dU /dz=2�104 s−1 near the nozzle throat, where
the transonic transition occurs.

In the experiments, we also examined the effect of enhanced
freestream turbulence on the distribution of wall static pressure
and temperature over the length of the nozzle. The measurements
performed at p0=7.2�105 Pa �Tu0=0.2% � proved that no sepa-
ration occurred in the flow. A good agreement between the experi-
mental data and the values predicted for isentropic flow was ob-
served. The wall stagnation temperature decreases with increasing
Mach following the law:

Tw
*

T0
=

1 + r
k − 1

2
M2

1 +
k − 1

2
M2

�8�

The turbulization of the flow has little effect on the distribution of
static pressure and adiabatic-wall stagnation temperature.

The recovery factor r is known to depend on many parameters
�2�. The experimental curves of r versus Mach number at various
freestream turbulence numbers are shown in Fig. 5. The recovery
factor displays a minimum at the nozzle throat. An increase in the
turbulence number from 0.2% to 15% rather weakly affects the
magnitude of the recovery factor. As the turbulence number in-
creases, the recovery factor in the subsonic part of the nozzle
slightly decreases. In the supersonic flow, turbulization exerts al-

Fig. 4 Distribution of flow velocity, Mach number, acceleration
factor, and velocity gradient over the length of the nozzle

Fig. 5 Effect of Mach and turbulence numbers on the distribu-
tion of recovery factor in the nozzle
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most no influence on the recovery factor, equal to r=0.885, in line
with the well-known correlation r=	3Pr �2�. This relation can be
used to determine the adiabatic-wall temperature, including the
case of high-turbulence flows.

With injection of a protective gas flow, a question arises about
the effect of the injected flow on the distribution of flow quantities
over the length of the nozzle. For a protecting film organized by
injecting a coolant through a tangential slot, it was found in �22�
that the protective gas flow injected at the nozzle inlet has no
influence on the distribution of static pressure and equilibrium
wall temperature in supersonic nozzle nor does it affect the recov-
ery factor. The present experiments performed in the high-
turbulence flow �Tu0=15% � showed that the wall jet �m�0.3�
had no effect on the distributions of adiabatic-wall pressure and
temperature either. The recovery factor here was r=0.885.

5 Gas-Film-Cooling Efficiency in the Nozzle Under
Design Conditions

The film-cooling efficiency in the cooled nozzle was calculated
as

 =
Tw − Tw

*

TS − T0
�9�

Here, Tw and Tw
* are the adiabatic-wall temperatures in the current

cross section of the nozzle in the presence and absence of the film.
Typical results concerning the cooling efficiency in the Laval
nozzle in the design flow regime are shown in Fig. 6. The coor-
dinate x is reckoned from the slot exit plane along the generatrix
of the nozzle �see Fig. 1�c��. The coordinate x /s=40 in Figs. 6, 7,
and 9 refers to the nozzle throat K �see Fig. 1�c��. As it is seen
from Fig. 6, the curves of film-cooling efficiency for different
freestream turbulence numbers behave similarly; they descend
rapidly in the subsonic region and more slowly in the supersonic
region. This behavior can be attributed to the compensating effect
due to flow compressibility, which becomes more pronounced as
the Mach number increases along the length of the nozzle �2�.

As it follows from Fig. 6, enhanced external turbulence has a
profound effect on film-cooling efficiency. For instance, with in-
crease in the freestream turbulence number from Tu0=0.2% to
15% the film-cooling efficiency decreases more than twofold. This
decrease occurs not only in the initial cross sections, but also
throughout the entire length of the subsonic part of the nozzle,
where, according to the data of Fig. 3, strong turbulence degen-
eration occurs. At increased external turbulence, the large-scale

main-flow pulsations in the subsonic part of the nozzle intensively
smear the wall jet, and in the supersonic region the quantity 
therefore remains low.

It was shown previously that the turbulence intensity in a con-
verging flow decreases along the channel more rapidly than in a
cylindrical pipe. It is of interest to compare the film-cooling effi-
ciency in a flow through cylindrical pipe and in a film-cooled
nozzle. This comparison is given in Fig. 7�a�. The comparison
was performed for identical injection parameters �m=0.29� and
identical flow velocities �U0=15 m/s� at the inlet to the channel
for Tu0=0.2% and Tu0=15%. With such values of initial param-
eters, the flow moves in the channel at almost constant velocity
�dU /dz
0�. In the convergent part of the Laval nozzle, the maxi-
mum velocity gradient amounts to dU /dz
2�104 s−1 �see Fig.
4�. As it follows from Fig. 7�a�, the experimental points for the
film-cooling efficiency in the low-turbulence nozzle flow lie
20–30% lower than the data for the flow through cylindrical pipe;
this difference reflects the effect due to flow acceleration. These
data comply with the data of �22� obtained for a nozzle with the
convergence angle �=30 deg. In the high-turbulence flow �Tu0
=15% �, the effect of flow acceleration on the film-cooling effi-
ciency is more pronounced; this circumstance results in that the
film-cooling efficiency here is 30–40% decreased compared to
the case of gradientless flow. By the exit from the nozzle, the
values of  closely approach the data for the film-cooled pipe.

Fig. 6 Effect of initial turbulence on the film-cooling efficiency
in the nozzle

Fig. 7 Effect of freestream turbulence on the film-cooling effi-
ciency in the cylindrical pipe and in the Laval nozzle
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The data in Fig. 7�b� demonstrate the effect of freestream tur-
bulence on the film-cooling efficiency in gradientless flow and in
flow with acceleration. The initial data here are the data in Fig.
7�a�. The dashed line shows the position of the nozzle throat
�x /s=40�. The parameters 0 and  are the cooling efficiencies
for Tu0=0.2% and 15%. As it is seen from Fig. 7, at x /s
40 the
efficiency factor  in the high-turbulence flow �in the nozzle and
in the cylindrical pipe� decreases approximately twofold com-
pared to that �0� in the low-turbulence flow. Yet, in the cylindri-
cal pipe the value of  /0 decreases in the region x /s�40 more
smoothly, whereas in the nozzle the major change of  /0 is
observed near the slot exit plane. For the nozzle flow, the ratio
 /0 in its supersonic part is roughly uniform, amounting to
 /0=0.5. The comparison shows that at x /s�40 the turbuliza-
tion has roughly identical effects on the thermal mixing processes
in the flow with pressure gradient and in gradientless flow. At
x /s�40, i.e., at the beginning of the initial heated length, the
effect of Tu0 on the cooling efficiency is more pronounced in the
accelerated flow compared to gradientless flow.

Over the initial heated length, the effect due to freestream tur-
bulence is more pronounced in the accelerated flow compared to
the flow without acceleration. Consider the mechanism of the
“anomalous” behavior of the efficiency factor. Under the condi-
tions of the present experiments, the level of fluctuations in the
initial mixing region of the wall jet and the free flow is the same
both for the film-cooled cylindrical pipe and for the film-cooled
nozzle. Farther downstream, the mechanism governing the ther-
mal mixing is controlled by two flow regions: the near-wall
boundary layer and the jet boundary layer. For a wall jet in a
cylindrical pipe, the processes are well understood; another matter
is a wall jet in a converging nozzle flow. Here, relaminarization
may occur in the near-wall zone, and the intensity of fluctuations
in the jet boundary-layer flow may increase. In the latter case, the
turbulence in the core of the flow considerably decreases over the
length of the nozzle �19�. The relaminarization makes the film-
cooling efficiency factor rise, whereas an increase in the
turbulence-energy level interferes with this process. Thus, the
main factors defining the behavior of film-cooling efficiency in
high-turbulence accelerated flows are the level of turbulent fluc-
tuations in the initial mixing region of the main and jet flows, and
the behavior of turbulence energy in the jet boundary layer of the
film flow. This result does not confirm the opinion expressed in
�11,12� that, under the joint action of acceleration and turbuliza-
tion, the main determining factor is the favorable pressure
gradient.

6 Gas Screen Under Off-Design Conditions
It is well known that, in the supersonic part of a Laval nozzle in

the regimes with flow overexpansion, the heat-transfer processes
display specific features resulting from compression-shock inter-
action with the boundary layer �2,25�. As it was shown in �23�, the
film-cooling efficiency substantially decreases in the flow direc-
tion in the downstream region of the static-pressure rise.

Figure 8 shows the distributions of static pressure and
adiabatic-wall stagnation temperature under off-design conditions.
It is seen from the figure that the regime with p0=7.2�105 Pa is
the design flow regime, whereas other regimes refer to off-design
conditions. As the settling-chamber pressure decreases from 7.2
�105 Pa to 2�105 Pa, the compression shock moves from the
nozzle outlet toward the nozzle throat. At low settling-chamber
pressure �p0=2�105 Pa�, the pressure monotonically increases
along the supersonic part of the Laval nozzle, starting from the
region where the compression shock interacts with the boundary
layer �F /Fk
1.34�. The pressure rise in the compression-shock
zone is insignificant, and in this case, the wall flow shows no
separation. As the settling-chamber pressure increases, the
compression-shock zone moves downstream and the pattern of
shock interaction with the boundary layer changes �23,25�. Such a

flow was observed at a pressure close to its design value �p0
=4.8�105 Pa�. In this regime, the compression-shock zone is
more localized, with a more pronounced rise of pressure and with
flow separation from the wall. Farther downstream the pressure is
practically uniform, roughly equal to the pressure at the nozzle
exit plane. To obtain the position of the compression shock, it is
common practice to use the generalizing relation �25�

p1

p0
=

2

3
� p2

p0
�1.2

�10�

Here, p1 is the pressure in the initial part of the compression
region �which can be predicted by the one-dimensional isentropic
approximation�, and p2 is the postshock pressure, in the first ap-
proximation close to the pressure pA at the nozzle exit plane. Our
experiments with separated flows �p0=4.8�105 Pa� proved the
pressure in the compression-shock zone to follow the dependence
�10�.

The experiments showed that, under off-design conditions, the
turbulization of the flow did not affect the distributions of static
pressure and adiabatic-wall stagnation temperature over the length
of the nozzle. Yet, it should be noted that in the high-turbulence
stream with Tu0=15% for the separation flow �p0=4.8�105 Pa�
considerable fluctuations of wall temperature were observed at the
position of the compression shock.

The data on the film-cooling efficiency at various turbulence
intensities in an off-design regime are presented in Fig. 9. Like in
the case of the design regime, the freestream turbulence results in
substantial intensification of thermal mixing processes of the wall
jet with the main flow. The turbulization of the main flow deterio-
rates the protective properties of the protecting film over the entire
length of the nozzle, including the zone behind the compression
shock. As a result, the value of  for Tu0=15% decreases com-

Fig. 8 Distribution of wall pressure „a… and temperature „b…
along the nozzle in off-design regimes „symbols—experimental
data, line—predicted data…: open symbols—Tu0=0.2%, full
symbols—Tu0=15%, line—data predicted by the model assum-
ing one-dimensional isentropic expansion of the flow
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pared to the case of low-turbulence flow �Tu0=0.2% � more than
twofold in the nozzle throat zone. Thus, the major feature of the
off-design regime is increase in the rate of fall of film-cooling
efficiency in the downstream region of the point where the com-
pression shock interacts with the boundary layer. This feature is
indicative of considerable thermal mixing that occurs inside the
boundary layer in this zone. The mechanism determining the
sharp change in the behavior of adiabatic-wall temperature is re-
lated with the formation of compression shocks in off-design flow
regimes; this matter calls for further investigation.

7 Generalization of Data on Film-Cooling Efficiency
To generalize the experimental data on the film-cooling effi-

ciency in accelerated compressible flows with an arbitrary distri-
bution of flow velocity at the outer edge of the boundary layer, we
used the integral approach based on the Kuteteladze-Leont’ev
asymptotic theory of boundary layer �2�.

In low-turbulence flows without a streamwise velocity gradient,
good results can be obtained using with the dependence �2�

 = �1 + 0.016�max
1.25�

Re�x

Res
1.25�
0


s
�1.25�−0.8

= �1 + CK0�−0.8

�11�

with C=0.016�max
1.25� and K0=Re�x /ReS

1.25�
0 /
S�1.25, �x=x−x1
Here, the form parameter

� =
�ReT

**�ad

�ReT
**�q

�12�

is used to allow for the deformation of the temperature field in the
adiabatic-wall boundary layer compared to the flow with heat
transfer. Expression �11� also contains the relative heat-transfer
function

� = � St

St0
� at ReT

** = idem

which allows for the variation of the Stanton criterion under the
action of disturbing factors �nonisothermality, injection, com-
pressibility, etc.� under the conditions of interest compared to the
standard conditions with identical ReT

** numbers based on the en-
ergy thickness �T

**. Previous generalization of experimental data
on film-cooling efficiency in a high-turbulence flow through pipe
was achieved with the complex K=CK0, taking into account flow
turbulization �14,15�.

The authors of �22� proposed the following interpolation for-
mula for the film-cooling efficiency in Laval nozzle:

 = �1 + A�max
1.25KN�−0.8 = �1 + CKN�−0.8 �13�

In �13�, the generalizing complex is

KN = �Dk

D1
�1.25 Rek

Res
1.25�
0


s
�1.25�

x̄1

x̄

��
w


0
�0.25�D1

D
�0.75

dx̄

�14�
Preliminary generalization of the present experimental data was
performed by the procedure of �22� using the complex

KN = �Dk

D1
�1.25 Rek

Res
1.25�
0


s
�1.25�

x̄0

x̄

�M�D1

D
�0.75

dx̄ �15�

which allows for the effects due to velocity gradient and com-
pressibility under quasi-thermal experimental conditions ��T


1, �
0 /
S�1.25
1�. The generalized data are shown in Fig. 10.
As it is seen from Fig. 10 for the freestream turbulence number
Tu0=0.2%, a satisfactory agreement between the experimental
data and the dependence �13� was achieved with C=A�max

1.25

=0.25. For larger values of Tu0, some deviation of experimental
points from the values predicted by Eq. �13� is observed. Thus, the
experimental data cannot be generalized versus turbulence inten-
sity if treated using dependence �13� and generalizing complex
�15�, previously used for supersonic gas flows in �2,22�. The latter
proves that the complex �15� and expression �13� can be applied
only to low-turbulence flows, whereas in the case of high-
turbulence flow modification of �15� is necessary.

In the Kutateladze-Leont’ev integral method, it is possible to
take into account a high level of initial turbulence in compressed
accelerated flow. In the present study, in estimating the film-
cooling efficiency by Eq. �13�, enhanced freestream turbulence
can be taken into account through the following parameters:

�a� For an accelerated compressible flow the form parameter
�max can be calculated by formula �12�. The Kutateladze-Leont’ev
theory �2� predicts a weak dependence of �max on the Mach num-
ber and streamwise pressure gradient. That is why for high-
turbulence compressible accelerated flows the determining factor
is the effect on �max due to turbulence. Thus, to determine the
parameter �max in �13�, for the form parameter one can use the
analytical dependence �max=n+2 �2� with the power exponent n
= f�Tu0� in the power profile of flow velocity given by Eq. �2�.

Fig. 9 Effect of freestream turbulence number on the film-
cooling efficiency in the Laval nozzle under off-design
conditions

Fig. 10 Film cooling in the nozzle flow: Comparison between
experimental and predicted data
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�b� As it was shown in �2�, under the joint action of several
factors, the total effect on heat transfer can be taken into account
assuming additive influence of these factors. Hence, the total ef-
fect due to nonisothermality, compressibility and enhanced turbu-
lence on the relative heat-transfer function can be represented as

� = �T�M�Tu �16�

�T = � 2
	� + 1

�2

, �M = � arctan M	r�k − 1�
2

M	r�k − 1�
2


2

,

�Tu = 1 + cTu0 �17�

�c� Flow turbulization makes the initial heated length x1 sub-
stantially shorter �14,15�. Hence, the parameters x̄1 and D1 in �15�
must be determined with allowance for the effect due to
freestream turbulence intensity; this yields the following modified
formula for the initial heated length:

x1

s
= bTu

1 + m1

�1 − m1�
�0.112 +

0.036

m1
�, bTu =

1

1 + aTu0
, a = 0.06

The experimental data on film-cooling efficiency shown in Fig.
11 were treated by the proposed procedure using the modified
complex

Bn = �max
1.25Kn = �max

1.25�Dk

D1
�1.25 Rek

Res
1.25�
0


s
�1.25

��
x̄0

x̄

�T�M�Tu�
w


0
�0.25�D1

D
�0.75

dx̄

Rek =
�0u0D0

2

�
0Dk�
, ReS =

�SuSS


S
, x̄ =

x

Dk
, x̄1 =

x1

D1
�18�

Here, x1 is the initial length of the flow �where 
1�, D and
D1 are the diameters of the channel in the cross sections x and x1,
St0= f�Re,Pr� is the law of heat transfer for the standard condi-
tions, n is the power exponent in the power profile of flow veloc-
ity, and ReT

** is the Reynolds number based on the energy thick-
ness �T

** in the thermal boundary layer.
The data on film-cooling efficiency for accelerated compress-

ible turbulized flows are summarized in Fig. 11, which shows the

experimental data of �21,22,26� and the data predicted, with the
modified complex Bn, by the Kutateladze-Leont’ev procedure.
The experimental data cover a wide range of injection parameters
and Mach and turbulence numbers. As it is seen from Fig. 11, the
experimental data reported by different authors can be generalized
using the complex Bn �18�. The experimental points closely coin-
cide with the predicted curve �13�. The good agreement between
the experimental and predicted data is observed in a broad range
of turbulence numbers, Tu0=0.2–15%.

8 Conclusions
We experimentally examined the effect of enhanced freestream

turbulence on the dynamic and thermal characteristics of flow in a
supersonic axisymmetric Laval nozzle film cooled with a gas jet
flow injected into the nozzle flow in the subsonic part of the
nozzle.

The distribution of flow velocity and flow pulsations in the
initial section of the flow complies well with the well-known
regularities for high-turbulence flows. For the turbulence degen-
eration behind the turbulizers, one can use the formulas for the
early stage of decay of uniform isotropic turbulence. The accel-
eration of the flow makes the turbulence more decreasing along
the convergent part of nozzle compared to the case of a cylindrical
pipe. In this case, the variation of velocity fluctuations obeys, in
the first approximation, the theory of rapid deformation.

It is shown that initial freestream turbulence has almost no ef-
fect on the distributions of static pressure and adiabatic-wall tem-
perature both in design and off-design regimes. In the design re-
gime, these distributions well agree with those predicted by the
one-dimensional approximation. The position and intensity of the
compression shock does not depend on the turbulence level.

Enhanced flow turbulence results in a substantial decrease of
film-cooling efficiency both in the subsonic and supersonic parts
of the nozzle. In this case, the variation pattern of  along the
nozzle closely resembles the pattern observed in the case of low-
turbulence flow, exhibiting an abrupt decrease in the subsonic part
of the nozzle and a slower one �due to the compensating influence
of compressibility� in the subsonic part. The experimental data
can be well generalized by dependence �13� using the complex Bn
�18�, which takes into account the velocity gradient, nonisother-
mality, compressibility, and freestream turbulence.

Turbulization of the flow in the off-design regime appreciably
deteriorates the film-cooling efficiency both in the upstream and
downstream region of the compression shock. The distribution of
 over the length of the nozzle closely resembles the same dis-
tribution in the low-turbulence flow, displaying an abrupt decrease
in the upstream region of the compression shock and an even
more rapid decrease in the downstream region.

The performed study showed that the film cooling in the exam-
ined flow is primarily conditioned by the level of velocity fluctua-
tions in the initial mixing zone of the wall jet and the main flow.
For low slot height-to-channel radius ratios the level of these fluc-
tuations is controlled by epy freestream turbulence intensity. The
flow-core turbulence, which appreciably decreases over the con-
vergent part of the nozzle and affects the downstream processes at
the edge of the boundary layer, exerts a much weaker influence.
This result disagrees with the opinion expressed in �11,12� that,
under the conditions of joint action of flow acceleration and tur-
bulization, the major determining factor is the favorable pressure
gradient.
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Nomenclature
a � speed of sound

c=U /U1 � flow acceleration factor
D ,R � diameter, radius

F � area
Kp= �
 /�U2��dU /dx� � Kays acceleration parameter

k � adiabatic exponent, specific
heat ratio

L , l � characteristic size, turbulence
macroscale

M =U /a � Mach number
m=�sUs /�0U0 � injection parameter

m1=Us /U0 � jet-to-flow velocity ratio
p � pressure

Pr=
cP /� � Prandtl number
r � recovery factor of temperature

Re=�UL /
 � Reynolds numbers
Re0=�0U0D0 /
0 � Reynolds numbers

Res=�sUss /
s � Reynolds numbers
Re�x=�0U0�x−x1� /
0 � Reynolds numbers

Re**=�U�** /
 � Reynolds numbers
s � slot height

St0=qw / ��cpU�Tw−Tw
* �� � Stanton number

St0= f�Re,Pr� � power law of heat transfer un-
der standard conditions �gradi-
entless isothermal flow over a
plate without blowing�

T � temperature
Tu=	��u2�+ �v2�+ �w2�� /3 /U � turbulence number

U � flow velocity
u ,v ,w � fluctuating velocity

components
x ,z � coordinates along the nozzle

contour and along the nozzle
axis

x1 � initial length of jet

Greek Symbols
�= ��T

**�a / ��T
**�T � Kutateladze-Leont’ev form

parameter
� ,�T � thickness of dynamic and ther-

mal boundary layers
�* ,�** ,�T

** � displacement thickness, mo-
mentum thickness, and energy
thickness, respectively

�=yU� /v � dimensionless coordinate
 � film-cooling efficiency

�=U /ak � normalized velocity

 � dynamic viscosity
� � density

�=U /u� � dimensionless velocity
�= �St/St0�ReT

** � relative heat-transfer function
with allowance for nonisother-
mality �T, compressibility
�M, and turbulence number
�Tu

�=TW /TW
* � nonisothermality factor

Subscripts
0 � in the main flow, “standard”

conditions
1 � over the initial length of flow

s � in the slot
T � thermal

Tu � turbulized
w � at the wall
* � adiabatic conditions

** � integral parameters
k � in the nozzle throat
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Natural Convection
Measurements for a Concentric
Spherical Enclosure
An experimental test program is described for the measurement of natural convection for
an isothermal, heated sphere centrally located in an isothermal, cooled spherical enclo-
sure. A transient test method is used in a reduced pressure environment to provide data
for a wide range of Rayleigh number, from the limiting case of laminar boundary layer
convection to the diffusive limit. Tests are performed using a fixed outer diameter for four
different inner sphere diameters, resulting in diameter ratios in the range 1.5�do /di
�4.8. The data are in excellent agreement with the exact solution for the conductive limit
and are shown to be bounded by a model for the isolated, isothermal sphere.
�DOI: 10.1115/1.2188476�

Introduction
The problem of natural convection in the enclosed region

formed between an isothermal heated body and its surrounding,
isothermal cooled enclosure is currently of some interest to de-
signers of microelectronics equipment. In an effort to protect elec-
tronics from environmental contaminants such as dust or mois-
ture, circuits are often housed in sealed enclosures, especially in
outside plant applications. The ability to model natural convection
heat transfer within these sealed enclosures would be of great
benefit, providing quick and easy-to-use design tools for prelimi-
nary design tasks such as parametric studies and trade-off analy-
sis.

Research is currently underway to develop analytically based
models to predict convective heat transfer in these systems. Of
particular importance to the model development process is the
enclosure formed between isothermal concentric spheres, the most
fundamental type of doubly connected enclosure. It is anticipated
that the lessons learned during the development of a natural con-
vection model for the concentric spheres will be directly appli-
cable to more complex enclosure geometries.

One of the most important elements in the development of ana-
lytical models is the availability of experimental data over the full
range of the independent parameters. Accurate data are vital in
order to reveal trends, such as limiting cases or transition behav-
ior, and for the validation of the completed models. The current
literature contains only a limited set of experimental data for the
isothermal concentric sphere problem from Bishop et al. �1�,
Scanlan et al. �2�, Weber et al. �3� and Powe et al. �4�. Bishop et
al. �1� performed air measurements at atmospheric pressure for a
single outer sphere diameter and four inner sphere diameters,
leading to diameter ratios of do /di=1.25,1.67,2.0, and 2.5. Scan-
lan et al. �2� performed measurements for water and silicon oil-
filled spherical enclosures, with 4.7�Pr�4148 for five diameters
ratios ranging from do /di=1.09 to 2.81. The data are limited to a
narrow range of high Rayleigh numbers indicative of the bound-
ary layer flow limit. Weber et al. �3� repeated the measurements of
Scanlan et al. �2� for vertically eccentric enclosures and Powe et
al. �4� present a photographic study of flow patterns between an
arbitrarily shaped body and its spherical enclosure, of which the
concentric spheres is a special case. The remaining data available

in the literature are derived from numerical simulations of the
spherical enclosure, including those presented by Mack and
Hardee �5�, Astill et al. �6�, Caltagirone et al. �7�, Singh and Chen
�8�, Ingham �9�, Wright and Douglass �10�, Fujii et al. �11�, Garg
�12�, Chu and Lee �13� and Chiu and Chen �14�. There are no
experimental data in the current literature for the isothermal con-
centric spherical enclosure valid for the full range of Rayleigh
number that includes the transition from convection to
conduction-dominated heat transfer.

The objective of the current study is to perform measurements
of natural convection heat transfer for isothermal concentric
spheres for the full range of Rayleigh number, from the laminar
boundary layer flow limit to the conductive limit. The procedure
for performing the measurements will be developed, the test ap-
paratus will be described, and data for four different diameter
ratios will be presented.

Problem Definition
The problem of interest involves convective heat transfer from

a sphere, diameter di, to a concentric spherical shell with inner
diameter do, as shown in Fig. 1. Isothermal boundary conditions
exist at both the inner and outer boundaries, as follows:

Inner boundary T = Ti

Outer boundary T = To

where Ti�To. The total heat transfer rate through the enclosed
region is determined at the inner boundary by

Q =� �
Ai

− k
��

�n
dA, � = T�r� � − Tb �1�

where T�r�� is the temperature distribution adjacent to the inner
boundary along an outward-facing normal, and Tb is the bulk fluid
temperature in the enclosure. Assuming constant fluid properties
and nondimensionalizing yields the dimensionless total heat trans-
fer rate

QL
� =

QL
kAi�Ti − To�

=
L
Ai
� �

Ai

−
��

�n
dA �2�

where L is a general scale length and the dimensionless tempera-
ture excess � is defined as
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� =
T�r�� − Tb

Ti − To
�3�

The average heat transfer coefficient for the enclosure h is defined
based on the average heat flux at the inner boundary and the
overall temperature difference

h =
�Q/Ai�

�T
�4�

where �T=Ti−To. Nondimensionalizing h using the general scale
length L gives the area-mean Nusselt number, which can be
shown to be equivalent to the dimensionless heat transfer rate

NuL =
hL
k

=
QL

kAi�T
= QL

� �5�

The Rayleigh number is defined using the same parameters

RaL =
g��TL3

��
�6�

There exists several methods whereby the Rayleigh number can
be varied during experimental testing. Changes to the temperature
difference �T result in only small variations in RaL, typically less
than one decade. Varying the dimensions of the body requires
fabrication and testing of a number of specimens of different
sizes. The best method for providing a large variation in the Ray-
leigh number for natural convection is through variation of the
fluid properties by a change of the gas pressure, as described by
Saunders �15� and Hollands �16�. Varying RaL by applying a par-
tial vacuum to the test environment allows the use of a single test
specimen operating over a small temperature difference to easily
span four or more decades of Rayleigh number.

Modeling the air in the enclosure as an ideal gas at bulk tem-
perature Tb gives the following expression for the density:

	 =
p

RTbZ
�7�

where R is the gas constant for air and Z is the compressibility
factor for air. Substituting into Eq. �6� gives a new definition for
the Rayleigh number as a function of p

RaL =
g��TL3p2cp

R2Tb
2k
Z2 �8�

where the fluid properties, �, cp, k, and 
, are constant with re-
spect to pressure and are evaluated at the bulk temperature Tb. The
compressibility Z is a function of both the bulk fluid temperature
and pressure.

For values of RaL less than some critical value, the heat transfer
in the enclosure is conduction dominated and independent of the

Rayleigh number. In these cases, the dimensionless heat transfer
rate is equivalent to the dimensionless conduction shape factor
QL

� =SL
� , which is defined by Yovanovich as �17�

SL
� =

L
Ai
� �

Ai

−
��

�n
dA �9�

The conduction shape factor is related to the thermal resistance by

SL
� =

1

kLR
�10�

Using the exact solution for the thermal resistance of a concentric
spherical shell �19�, the conduction shape factor is

SL
� =

2L

di�1 −
di

do
� �11�

Since the problem of interest involves only spherical body
shapes and the size of the inner sphere is the only variable geo-
metric parameter, the diameter of the inner sphere is selected as
the scale length for all dimensionless parameters, such that L
=di.

Experimental Apparatus
In order to perform the required measurements, an experimental

apparatus was created consisting of a single, spherical enclosure,
and a series of inner spheres of various diameters. The outer
spherical enclosure was constructed of two aluminum blocks with
hemispherical cavities machined into one side, as shown in Fig. 2,
so as to form a spherical shell when joined together. Aluminum
6061 was used due to its high value of thermal conductivity to
provide a near-isothermal boundary condition, and the hemi-
spherical surfaces were polished to minimize radiation heat trans-
fer.

The size of the enclosure was selected based on two main cri-
teria. First, because many of the tests were to be performed at
reduced pressures, it was necessary that the maximum dimensions
of the apparatus not exceed the space available within the avail-
able vacuum chamber. Second, in order to avoid rarefaction ef-
fects the gap spacing between the inner and outer boundaries �
had to be much larger than the mean free path of gas � as defined
by the Knudson number

Kn =
�

�
�12�

The mean free path of air as a function of pressure and tempera-
ture can be determined by �18�

� = 6.4  10−8� 1

p�atm���T�K�
288

��m� �13�

Ensuring that Kn�0.01 for the full range of pressures and tem-
peratures anticipated in the experimental program provides a
lower limit for the outer sphere dimensions. Based on these two

Fig. 1 Schematic of concentric spherical enclosure

Fig. 2 Spherical enclosure with 25 mm diameter sphere
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criteria, the dimensions of the outer enclosure were chosen such
that its diameter was do=120 mm.

In order to provide data for a wide range of diameter ratios,
four different spherical inner bodies were machined from 6061
aluminum. The diameters of the spheres and the resulting diam-
eter ratios are given in Table 1. Each sphere was suspended at the
center of the enclosure using a 4–6 mm diameter threaded phe-
nolic rod turned into tapped holes on both the inner and outer
enclosure walls, as shown in Fig. 3. All wiring to the inner sphere
was connected through a single, 6 mm diameter hole at the top of
the enclosure.

All temperature measurements were performed using T-type
copper-constantan thermocouples affixed at the surfaces of the
inner and outer spheres in shallow, small diameter holes using
aluminum-filled epoxy. The temperature at the outer surface of the
enclosure was measured using six 30 AWG �0.254 mm� thermo-
couple wires distributed at the top, bottom, and midplane, while
the two thermocouples at the top and bottom of the inner body
used smaller diameter, 36 AWG �0.127 mm� wires to reduce con-
duction losses. All thermocouples measurements were based on an
external reference junction that was maintained at 0±0.1°C by an
ice point cell.

Each of the inner spheres were heated using an embedded dc-
powered cartridge heater. Constantan wires were used for all con-
nections rather than copper to reduce heat losses through the
wires; 24 AWG �0.508 mm� to provide power to the heaters and
36 AWG to measure voltage. The current to the heater was mea-
sured using a calibrated shunt resistor.

The outer enclosure walls were cooled by six cold plates at-
tached on the exterior surface of the blocks using thermally con-
ductive grease at the joints. Heat was removed from the system
using a glycol-water mixture circulated through the cold plates by
a constant temperature bath.

Once assembled, the enclosure test apparatus was placed in
vacuum chamber, as shown in Fig. 4, with feedthroughs available
for the coolant, electrical, and instrumentation connections. The
vacuum chamber used in this work uses a dual-pump system: a
mechanical roughing pump capable of providing reduced pressure
test conditions suitable for the convection tests and a diffusion
pump for producing a totally evacuated environment for radiation

heat transfer testing. The vacuum system also contains a high
accuracy vacuum gauge suitable for absolute readings in the range
0.001–1 atm.

Data acquisition and control of the experiment was performed
using a Keithley 2700 data acquisition system and a Windows-
based PC computer running LABVIEW v5.1 software.

Measurement Procedure
The heat transfer rate due to convection through the enclosure

Q can be determined based on an energy balance on the inner
boundary

Q = Qtot − Qrad − Q� �14�

where Qtot is the total heat transfer due to all modes, Qrad is the
net radiative heat transfer between the inner and outer surfaces,
and Q� are the accumulated conduction losses through the wires.
In order to predict Q, a means is required whereby the total heat
transfer rate can be measured, along with a method to quantify the
losses due to radiation and conduction.

Total Heat Transfer Rate. The simplest method to determine
the total heat transfer rate Qtot is through a direct measurement of
electrical energy dissipated by the heater during a steady-state
test. A fixed voltage would be applied to the heater and body
temperatures would be monitored until sufficient time had elapsed
such that the temperature change is less than some specified cri-
teria. Then, the total heat transfer rate would be determined by

Qtot = VI

where V and I are the heater voltage and current, respectively.
Hollands �16� reports that, in the case of natural convection in

Table 1 Enclosure dimensions

do �mm� di �mm� do /di

120.0 80.0 1.5
120.0 60.0 2.0
120.0 40.0 3.0
120.0 25.0 4.8

Fig. 3 Detail of 25 mm sphere mounted in enclosure

Fig. 4 Enclosure test apparatus in vacuum chamber
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gases, approximately five times the time constant 5� is required to
achieve steady-state conditions, where the time constant is defined
as

� = mcpR �15�

Due to the relatively large values of the heat capacity mcp and the
average thermal resistance R for the proposed tests, especially
those to be performed in a reduced pressure environment, steady-
state testing becomes a prohibitively time-consuming option. In-
stead, the current study will implement the transient test method
of Hollands �16� that allows convective heat transfer measure-
ments to be performed in a fraction of the time required for
steady-state tests. This method is based on the assumption that,
due to the slow rate of change of body temperature, a “quasi-
steady” condition exists where the convective heat transfer is vir-
tually identical to the steady-state results at the same temperature.

The use of a transient test to measure steady-state convection in
the enclosure can be validated by a comparison of the time con-
stants for the inner body and the enclosed air layer for the worst
case condition, the smallest sphere, di=25 mm, at atmospheric
pressure. Using Eq. �15� and textbook values �19� for the thermo-
physical properties 	 and cp, the time constant for the sphere is
determined as a function of the film resistance at the inner bound-
ary

�i = �2770
kg

m3��8.18  10−6 m3��875
J

kg K
�Ri = 19.8 · Ri

�16�

The time constant for the enclosed air layer �b is determined using
the same method

�b = �1.1614
kg

m3��8.97  10−4 m3��1007
J

kg K
�Ro = 1.05 · Ro

�17�

where Ro is the film resistance at the outer boundary. Assuming
that the film resistances at the inner and outer surfaces are similar
Ri�Ro, the ratio of the time constants can be calculated

�i

�b
� 19 �18�

With a factor of 20 difference between the time constants for the
worst case conditions, it is therefore reasonable to assume that the
cooling rate of the inner body will control the heat transfer and
that a “quasi-steady” condition exists in the enclosed fluid region.

In the transient test method, the body is heated to some initial,
specified temperature while the temperature of the enclosure re-
mains constant throughout the test. When the prescribed tempera-
ture difference is reached, the power to the heater is turned off and
the transient response of the inner body is monitored. Measure-
ments continue until �T falls below some minimum prescribed
value. The total heat transfer rate at any time t and corresponding
temperature difference �T can be determined based on the tran-
sient data by

Qtot = − mcp
dTi�t�

dt
�19�

where the heat capacity of the inner body mcp is determined em-
pirically using a method described in the next section. The time
derivative in Eq. �19� is approximated for distinct time intervals tn
using a least-squares method to predict the slope of sets of 101
average inner body temperature versus time data points.

	dT

dt
	

tn

= slope�Ti vs. t� for 1 � j � 101 �20�

Then, Qtot can be calculated for time tn, corresponding to the time
value of the middle data point

tn = tj=51

as shown in Fig. 5. Corresponding values at time tn for the re-
maining parameters, Ti, To, p, and V · I, are determined using an
arithmetic average of nine values around the middle data point, as
shown below and in Fig. 6 for the example of the inner body
temperature.

Ti,n =
1

9 

j=47

9

Ti,j �21�

Using this transient test method and data reduction procedure, Qtot
is determined for a number of �T values between the start and end
conditions, where the number of points depends on the heat ca-
pacity of the body, the convective conditions and the time step
selected for the measurement.

Fig. 5 Calculation of time derivative of temperature, do /di
=1.5

Fig. 6 Calculation of average inner body temperature do /di
=1.5
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Heat Capacity and Radiative Losses. The simplest method
for determining the heat capacity of an isotropic body is to mea-
sure its mass and multiply by a tabulated value for specific heat
capacity value from a handbook. However, in the case of the
current study the inner spheres are not homogeneous but instead
contain an embedded cartridge heater, a section of the phenolic
mounting rod, and thermocouples. The radiation heat transfer
through the enclosure could also be modeled using available ana-
lytical techniques, but without precise values for the emissivity of
the inner and outer boundaries, it is difficult to produce accurate
results. Therefore, both the heat capacity and the radiative heat
transfer for each test case will be determined based on empirical
data.

In order to provide an effective measure of both quantities, a
two-stage test procedure is used. Starting at an initial condition
�T�0, a heating test to a maximum value of �T is performed to
determine the heat capacity, followed immediately by a cooling
test back to a final �T value to measure radiative losses. For high
vacuum conditions, such that Kn�100, it can be assumed that
gaseous convection and conduction are eliminated and heat trans-
fer occurs by radiation alone. The energy balance for the inner
body for any time t is

mcp
dTi

dt
= V · I − Qrad − QL �22�

In the heating test the constant value of electrical power V · I pro-
vided to the heater can be assumed to be large enough such that
the conduction losses are minimal, QL�0, and Qrad is assumed to
be a linear function of the factor ��Ti

4−To
4�. Then Eq. �22� be-

comes

dTi

dt
=

V · I

mcp
−

Crad

mcp
��Ti

4 − To
4� �23�

where Crad is assumed to be constant for each test body. Using a
least-squares method to determine the time gradient of the inner
body temperature, as described in the previous section, values of
dT /dt can be plotted versus the radiation parameter ��Ti

4−To
4�, as

shown in Fig. 7. Based on Eq. �23� it can be seen that the y
intercept predicted by the linear fit of the data in Fig. 7 can be
used to calculate the heat capacity of the body. The empirical
predictions for the heat capacity of each of the inner spheres

tested are presented in Table 2.
Once the maximum �T value had been achieved, the heater was

shut down, V · I=0, reducing Eq. �22� to

Qrad = − mcp
dTi

dt
− QL �24�

where QL is assumed to be zero for all but the heat conduction
through the mounting rod, modeled using a simple one-
dimensional relationship

Qrod =
�

krod��drod/2�2 �25�

The thermal conductivity of the phenolic rod material is krod
=0.4 W/mK, � is the enclosure gap spacing, and drod is the rod
diameter. The time gradient of the average inner body temperature
dTi /dt is determined using the least-squares approximation and
the corresponding heat capacity value from the heating test. Fig-
ure 8 presents the measured values of Qrad versus the radiation
parameter ��Ti

4−To
4� and least-square fits of these data according

to the relationship

Qrad = Crad��Ti
4 − To

4� �26�
Values for the radiation correlation coefficient for each body are
presented in Table 2.

Conduction Losses. There are four potential sources of con-
ductive heat loss from the inner body: the power wires, the volt-
age measurement leads, the thermocouples, and the connecting
rod. This analysis will consider losses by convection from the
wires only; it is assumed that losses due to radiation from the
wires have been accounted for by the correlation of the radiation
test data and conduction losses through the connecting rod will be

Fig. 7 Heating test data

Table 2 Heat capacity and radiation coefficient values for in-
ner spherical bodies

di �mm� mcp �J/K� Crad104 �m2�

80.0 653 5.59
60.0 279 4.79
40.0 82.9 3.17
25.0 20.3 1.93

Fig. 8 Cooling test data
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determined using Eq. �25�.
The heat loss from each individual wire connected to the inner

body can be modeled as an infinitely long fin �19�

Q� = �heffPwkwAw�Ti − Tb� �27�

where Pw and Aw are the perimeter and cross sectional area of the
conductor, kw is the thermal conductivity of the conductor mate-
rial, and Tb is the bulk fluid temperature. The effective heat trans-
fer coefficient value heff has been modified to include the conduc-
tive resistance of the insulation on the wire, as described by
Sparrow �21�. By assuming a series combination of a conduction
resistance through a circular annulus and the convective film re-
sistance at the insulation surface, the effective heat transfer coef-
ficient can be determined by

heff =
1

�dwLe�Rcond + Rconv�
=

1

dw� ln�dins/dw�
2kins

+
1

hdins


�28�

where dins and kins are the diameter and thermal conductivity of
the insulation and Le is an effective fin length. Convective heat
transfer from the insulation is modeled as an infinitely long, hori-
zontal circular cylinder �20�

h =
k

dins

2

ln�1 +
2

0.403Radins

1/4 
�29�

where the Rayleigh number is modified to include the gas pressure
as described previously

Radins
=

g��T̄w − Tb�dins
3 p2cp

R2Tb
2k
Z2 �30�

The bulk fluid temperature Tb is assumed to be the arithmetic
mean of the inner and outer boundary temperatures �Ti+To� /2
while the average wire temperature is determined from an integral
of the temperature profile of the infinitely long fin

T̄w =
1

Le
�

0

Le

T�x�dx,
T�x� − Tb

Ti − Tb
= e−�x �31�

where Le is the effective fin length, determined by solving the
temperature distribution equation for the x location where 95% of
the temperature drop has occurred

T�x = Le� − Tb

Ti − Tb
= e−�Le = 0.05 �32�

Solving for the effective fin length gives

Le = −
1

�
ln�0.05�, � =�heffPw

kwAw
�33�

Substituting and solving for the average wire temperature yields

T̄w = 0.317Ti + 0.683Tb �34�

In the case of the thermocouple wires, where two insulated wires
are wrapped together with an additional insulation layer, effective
wire and insulation diameters and thermal conductivity are used in
the preceding calculations, as described by Sparrow �21�

dw,eff = �2dw, dins,eff = ��1 + �2�/2, keff = kw,1 + kw,2

where �1 and �2 are the cross-sectional dimensions of the
insulation.

Calculation of the conduction losses through each of the wires
and reduction of Q� from the results leads to values of Q that are
less than those of the pure conduction model, Eq. �11�, when the
pressure has been sufficiently reduced that the data has reached
the diffusive limit and become independent of Ra. It is assumed

that this overprediction of the wire loss is due to the approxima-
tions used in the model formulation, including the assumptions of
a horizontal circular cylinder geometry and infinite fin length. Due
to the complexity of the problem, it may be impossible to formu-
late a model to accurately predict all conduction losses from the
heated body. Therefore, an empirically derived coefficient C� is
introduced to correct the model predictions.

Assuming that the wire loss model correctly accounts for the
variations in temperature and gas pressure and provides a maxi-
mum value for the total heat loss by conduction, a coefficient
having a range of values 0�C��1 is used to adjust the model as
follows:

Q� = C�

i=1

N

Q�,i �35�

where Q�,i are the model predictions for heat loss from each of the
N wires. The value of C� for a particular test setting is determined
so as to minimize the % difference between the data and the
conduction model, Eq. �11�, when the pressure has been suffi-
ciently reduced that the data has reached the diffusive limit. Val-
ues of C� and the relative portion of the overall heat transfer
attributed to conduction losses through the wires are given in
Table 3 for each test case. The differences in C� values in Table 3
are due to variations in wire length, material and orientation as
well as body and heater size.

Test Method. With the measurement procedure and data reduc-
tion techniques defined, the test method is established as follows:

1. Assemble test body in enclosure, fit cold plates, and in-
stall completed assembly in chamber.

2. Seal vacuum chamber and start mechanical and diffusion
pumps to establish high vacuum conditions �Kn�100�.

3. Perform heat capacity and radiation heat transfer tests.
4. Analyze data to obtain mcp and Qrad correlation.
5. Perform convective heat transfer measurements, starting

at atmospheric conditions.
6. Reduce air pressure in chamber and repeat convection

measurements, such that at least two tests are performed
per decade of Radi

and the data overlaps.
7. Continue reducing pressure and repeating convection

tests until diffusive limit is achieved for at least two de-
cades of Rayleigh number.

8. Analyze data to correct for conductive losses.

Results

Measurements were performed for each of the four inner sphere
diameters given in Table 1 according to the test method described
in the previous section. The enclosure was maintained at a con-
stant temperature of 22°C, and the starting and ending values for
the temperature difference for the transient convection tests were
50, and 10°C, respectively. Figure 9 presents all data collected for
the do /di=2 tests, and demonstrates the overlap between data for
subsequent tests performed at different pressure levels. Data are
selected from each pressure range to provide a smooth transition
and a continuous set of data over the full range of Rayleigh num-
ber. The resulting final data sets for each of the four enclosure
geometries are plotted in terms of the dimensionless parameters
Nudi

and Radi
in Fig. 10.

Table 3 Conduction losses model coefficients

di �mm� C� Q� /Q

80.0 0.45 1–3%
60.0 0.37 2–4%
40.0 0.15 1–3%
25.0 0.32 3–8%
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A full uncertainty analysis was performed to evaluate the im-
pact of the accuracy of each of the instruments and sensors used in
the experiments, along with the experimental method and data
reduction techniques, on the reported values of Nusselt and Ray-
leigh numbers. The procedure used for the uncertainty analysis
was based on the method described by Moffat �22�. Accuracy of
the thermocouple readings �±0.2°C�, heater voltage and current
measurements, vacuum transducer measurements, dimensions,
thermophysical properties, and time readings were combined to
form an overall uncertainty on the Nusselt number of 2.1–2.3%,
while the uncertainty in the Rayleigh number varied from 1.4% to
3.4%. Error bars are included in Fig. 10 that represent the uncer-
tainty in the data associated with both the Rayleigh and Nusselt
numbers.

A number of observations can be made concerning the data and
its trends, as seen in Fig. 10. First, the goal of this work, to
conduct measurements over a wide range of Rayleigh number, has
been achieved with data being generated over at least four decades
of Rayleigh numbers in all cases. Second, the data are in excellent
agreement with the conductive limit and show independence of
Radi

for at least two decades of Rayleigh numbers. Finally, the
data indicate a smooth transition from convection to conduction-
dominated heat transfer that occurs within a single decade of the
Rayleigh number.

In Fig. 10 a model for the isolated, isothermal sphere �23� is
included, which is equivalent to the limit of an infinitely large
enclosure, do /di→�

Nudi
= Sdi

� + F�Pr�Gdi
Radi

1/4 �36�

where the diffusive limit Sdi

� =2 and the body gravity function
Gdi

=0.879 for the sphere. The value for the Prandtl number func-
tion for air at STP is F�Pr�=0.513. As expected, the isolated
sphere model provides an upper bound to the data at the laminar
boundary layer flow, high Rayleigh number limit. From Fig. 10 it
can be seen that for do /di=4.8, the dimensions of the enclosure in
relation to that of the inner body are large enough such that the
system behaves similar to the isolated sphere. As do /di decreases,
the enclosure walls start to have a larger effect, leading to a re-
duction in the heat transferred for a given value of �T.

Figure 11 compares the experimental data of the present study
with the air data of Bishop et al. �1� for do /di=2. The Bishop data
were measured for larger values of Rayleigh number than were
possible in the current test apparatus, so a direct comparison of the
data cannot be performed. However, by extrapolating a best fit
line from the present data as shown by the dashed line in Fig. 11,
the good agreement between the measurements, and the data of
Bishop et al. �1� can be demonstrated.

Summary
An experimental procedure and apparatus for performing mea-

surements of natural convection between an isothermal sphere and
its surrounding enclosure have been described. The goal of the
research project, to provide data over a wide range of Rayleigh
numbers including the transition and diffusive limit, was achieved
through the use of a transient test procedure performed in a re-
duced pressure environment. The proposed transient test method
was shown to produce highly accurate data in a much shorter time
than the more traditional, steady-state methods. Four different in-
ner spherical bodies were tested and the data were shown to be in
excellent agreement with the exact solution for conduction be-
tween spherical shells. The data were also compared to existing
data from the literature, and were shown to be bounded by the
limiting case of natural convection from an isolated, isothermal
sphere.
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Fig. 9 Raw convection test data

Fig. 10 Convection test results

Fig. 11 Comparison with previous data do /di=2.0
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Nomenclature
A � surface area, m2

a ,b ,c � radiation correlation coefficients
C � coefficient
cp � specific heat capacity, J/kgK
d � diameter, m

F�Pr� � Prandtl number function
GL � body gravity function

g � gravitation acceleration, m/s2

h � convective heat transfer coefficient, W/m2K
k � thermal conductivity, W/mK

Kn � Knudsen number, �� /L
I � heater current, A

Le � effective fin length, m
L � general characteristic length, m
m � mass, kg

NuL � Nusselt number, �QL / �kAi�T�
P � perimeter, m
p � pressure, Pa

Pr � Prandtl number
Q � heat flow rate, W
R � thermal resistance, K/W
R � gas constant for air at STP; 287 J /kgK

RaL � Rayleigh number, �g��TL3 / ����
SL

� � conduction shape factor, �QL / �kAi�T�
t � time, s

T � temperature, °C

T̄ � average temperature, °C
�T � temperature difference, �Ti−To, °C

V � heater voltage V
Z � compressibility factor

Greek
� � thermal diffusivity, m2/s
� � thermal expansion coefficient, 1/K
� � gap thickness, ��do−di� /2, m
� � dimensionless temperature excess
� � mean free path, m
� � thermocouple wire dimensions, m

 � dynamic viscosity, N s/m2

� � kinematic viscosity, m2/s
	 � mass density, kg/m3

� � Stefan-Boltzmann constant, W/m2 K4

� � time constant, �mcpR, s
� � temperature excess
� � fin parameter, 1/m
� � radiation parameter, ���Ti

4−To
4�, W/m2

Subscripts
b � bulk fluid
i � inner body
o � outer body

cond � conduction
conv � convection

rad � radiation losses
eff � effective
tot � total

� � conduction losses

w � wire conductor
ins � wire insulation

Superscript
� � dimensionless quantity
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Brownian-Motion-Based
Convective-Conductive Model for
the Effective Thermal
Conductivity of Nanofluids
Here we show through an order-of-magnitude analysis that the enhancement in the ef-
fective thermal conductivity of nanofluids is due mainly to the localized convection
caused by the Brownian movement of the nanoparticles. We also introduce a convective-
conductive model which accurately captures the effects of particle size, choice of base
liquid, thermal interfacial resistance between the particles and liquid, temperature, etc.
This model is a combination of the Maxwell-Garnett (MG) conduction model and the
convection caused by the Brownian movement of the nanoparticles, and reduces to the
MG model for large particle sizes. The model is in good agreement with data on water,
ethylene glycol, and oil-based nanofluids, and shows that the lighter the nanoparticles,
the greater the convection effect in the liquid, regardless of the thermal conductivity of
the nanoparticles. �DOI: 10.1115/1.2188509�
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1 Introduction
The unusually high observed effective thermal conductivity k of

nanofluids at small volume fractions � of nanoparticles ��
�0.05� has intrigued the research community for the past several
years �1–8�. Traditional thermal conductivity models for compos-
ites, such as the Maxwell-Garnett �MG� �9� model, fail to explain
the enhancement in k in nanofluids �10,11�, even though the MG
model has been successfully applied for explaining k of solid-
solid composites at small volume fractions �9�. What is even more
confusing is that for nanosized particles, the impact of any inter-
facial resistance should be pronounced, and would tend to de-
crease the enhancement in k of the composite system as compared
to micron-sized particles �9�. Recently Wilson et al. �12� and
Huxtable et al. �13� experimentally measured the interfacial ther-
mal resistance �Rb� between nanoparticles and different fluids.
The magnitude of Rb in their study ranged from low ��0.77
�10−8 K m2 W−1� to high values ��20�10−8 K m2 W−1�. The
thermal conductivity k of a composite for the MG model is given
by �9�

k

km
=

�kp�1 + 2�� + 2km� + 2��kp�1 − �� − km�
�kp�1 + 2�� + 2km� − ��kp�1 − �� − km�

�1�

where km is the matrix conductivity and kp is the nanoparticle
conductivity. For highly conducting particles as compared to the
matrix �km�kp� Eq. �1� gives

k

km
=

�1 + 2�� + 2��1 − ��
�1 + 2�� − ��1 − ��

�2�

where �=2Rbkm /d is the nanoparticle Biot number, � the volume
fraction of the particles, and d the particle diameter. Equation �2�
shows that for ��1, k is lower than km and will continue to

decrease with increasing �. Figure 1 presents a plot of Eq. �2� for
different values of Rb, and shows that depending on the value of
Rb, k can be smaller than km even for the case where kp�km. A
critical diameter of the particle can be defined, below which k
�km �9�. The critical diameter dc is given by �=1, i.e., dc
=2Rbkm such that k=km. Figure 1 shows that even for Rb as low as
�0.77�10−8 K m2 W−1, dc is approximately 10 nm for water-
based nanofluids. Nan et al. �9� have experimentally shown that
k�km in composites made from zinc sulphide filled with diamond
particles, and silicon carbide filled with aluminum due to the pres-
ence of Rb. Below dc these nanoparticles, in spite of having high
thermal conductivity, reduce k because of the resistance at the
interface �9�.

Several mechanisms and models have been proposed in the
literature for explaining the measured k of nanofluids using vari-
ous assumptions �14–18�. Some mechanisms that could cause an
increase in k of the nanofluid are �1� simple conduction through
the liquid/solid composite, �2� ordered layering of liquid near the
solid particle, �3� thermal energy transfer due to translational
Brownian motion, �4� thermal energy transfer due to the existence
of an interparticle potential, �5� thermophoresis, and �6� localized
convection in the liquid due to the Brownian movement of the
particles. Recently in a short paper we performed an order-of-
magnitude analysis �19� for some of these possible mechanisms to
show that local convection caused by the Brownian movement of
the nanoparticles is the only mechanism which comes close to
explaining the observed k enhancement. We showed in our earlier
paper �19� that ordered layering of liquid, thermal energy transfer
due to translational Brownian motion, and thermal energy trans-
port due to interparticle potential is negligible. These mechanisms
will not be discussed in this paper. Recently Kumar et al. �20�
presented another model based on the energy carried due to the
Brownian motion of the particles. They applied kinetic theory,
however, they assumed that the mean free path is of the order of
107 nm �1 cm� to match their data, which is not at all realistic.
They did not provide any justification for assuming such a large
value of mean free path.

In a recent review article Eastman et al. �21� mentioned that
thermophoresis can potentially affect the effective k of nanofluids.
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Thermophoresis refers to the motion of colloidal particles in re-
sponse to a temperature gradient �22�. The thermophoretic effect
can be explained by applying the kinetic theory. The high energy
molecules in the hot region of the liquid impinge on the particles
with greater momentum than do molecules coming from the cold
region, thus leading to the migration of the particles in the direc-
tion opposite to the temperature gradient. Eastman et al. �21� cor-
rectly pointed out that thermal gradients in the fluid and the pres-
ence of the heaters in the experiments could lead to
thermophoresis of nanoparticles. Koo and Kleinstreuer �17� and
Koo �23� considered the effect of thermophoresis on the k of
nanofluids by applying kinetic theory, and found it to be negli-
gible primarily because of the very small particle migration veloc-
ity.

One aspect that is important to realize is that if the observed
exceptional enhancements in k are due to the small size of the
particles, then at large particle sizes k should be well described by
the traditional conduction-based theory �e.g., MG� of composites,
because Brownian motion of the particles becomes increasingly
negligible with increasing particle size. Therefore any model that
describes the k of nanofluids should be able to make a transition
such that at small particle sizes some other mechanism dominates,
and at larger particle sizes a simple conduction-based mechanism
dominates. Other requirements for any model for k is that it
should include the effect of Rb, as it is very important for small
particles as already shown by Wilson et al. �12�.

Here we expand on the analysis presented in our previous short
paper �19� by presenting additional comparisons with experimen-
tal data, and discussion of some of the key physics involved.
Additional results for ethylene glycol- and oil-based nanofluids
are included, as well as a comparison of the time scale for con-
vection relative to that of the Brownian particles. We also perform
some parametric studies to provide further insights into the design
of high-thermal-conductivity nanofluids.

2 Pure Conduction With Thermal Boundary Resis-
tance

Figures 2–4 show a comparison between the classical MG
model �Eq. �1�� and experimental data for water, ethylene glycol
�EG�, and oil-based nanofluids �2–8� at room temperature. For
water Rb is assumed to be Rb�0.77�10−8 K m2 W−1 �12�. For
EG and oil there are no reported Rb measurements. The mecha-
nisms for Rb between a liquid and a solid are not clear �12,24�.
Molecular dynamics simulations by Xue et al. �24� showed that Rb
can vary greatly depending on the type of bonding between the
liquid and the solid. Predictions using the phonon-based diffuse
mismatch model �DMM� by Wilson et al. �12� were within a
factor of 2 for different types of liquids. Since experimental re-
sults on EG- and oil-based nanofluids are not available, an esti-

Fig. 2 Comparison of the Maxwell-Garnett predicted k and ex-
perimental data for water-based nanofluids. The number in the
legend indicates the diameter of the particles, in nanometers
„Rb=0.77Ã10−8 K m2 W−1

….

Fig. 3 Comparison of the Maxwell-Garnett predicted k and ex-
perimental data for EG-based nanofluids. The number in the
legend indicates the diameter of the particles, in nanometers
„Rb=1.2Ã10−8 K m2 W−1

….

Fig. 1 Effect of particle diameter and interfacial thermal resis-
tance „Rb… on the effective thermal conductivity predicted by
the Maxwell-Garnett model, for water as the fluid

Fig. 4 Comparison of the Maxwell-Garnett predicted k and ex-
perimental data for oil-based nanofluids. The number in the
legend indicates the diameter of the particles, in nanometers
„Rb=1.925Ã10−8 K m2 W−1

….
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mate for Rb for EG and oil will be made based on DMM. Accord-
ing to DMM �25� Rb=g��1 ,�2�C−1 where g is a function of the
sound velocity in the two media ��1 and �2�, and C is the heat
capacity per unit volume. The velocity of sound in EG and water
is approximately the same �26�. The velocity of sound in oil is not
known, however, it is approximately the same for various organic
liquids and water �26�. Therefore we assume that the velocity of
sound in oil is approximately equal to the velocity of sound in
water. For oil we assume the properties of engine oil apply, as
exact details for the oils used in various experiments are
not available �3,6,7�. Therefore, for a first approximation,
we assume that Rb�EG�= �Cwater /CEG�Rb�water� and Rb�oil�
= �Cwater /Coil�Rb�water�. This gives Rb�EG��1.2�10−8

K m2 W−1 and Rb�oil��1.9�10−8 K m2 W−1. Wilson et al. �12�
also found experimentally that Rb for organic liquids was higher
than the Rb for water. Figures 2–4 show that the MG model un-
derpredicts the data for all three fluids by a considerable amount.
This proves the point that conduction as a mechanism is not solely
responsible for the observed enhancement in k of the nanofluid, as
pointed out by other authors �10,11�. The difference between the
work by other authors �10,11� and the work presented here is that
we have also included the effects of Rb. Equation �1� includes
conduction through both particles and the liquid. Keblinski et al.
�11� showed by comparing the time scale of conduction with other
mechanisms that conduction is present. Similarly, the positive cor-
relation between the MG predictions and experimental data in
Figs. 2–4 suggests that the conduction mechanism is present in
these nanofluids, which is in line with the findings of Keblinski et
al. �11�. Therefore conduction should be considered in any com-
prehensive model, even if it is not the dominant mechanism.

Recently Kumar et al. �20� proposed a conduction-based model
for explaining the k of nanofluids. For their first conduction model
they made unrealistic assumptions such as parallel paths for heat
transfer between the fluid and particles and an arbitrarily defined
fluid radius. Equation �8� in their model shows that if the particle
radius is very large then the k of the nanofluid will be the same as
the k of the base fluid, i.e., large particles will not enhance the
conductivity of the particle-fluid composite, which is unrealistic.

3 Effect of Convection Due to the Brownian Motion of
Nanoparticles

Keblinski et al. �11� calculated the time required by Brownian
diffusion versus the time required for conduction in the liquid.
Through an order-of-magnitude analysis based on the characteris-
tic time of the two different mechanisms, they showed that energy
transport due to Brownian diffusion is two orders of magnitude
smaller than energy transport due to conduction in the liquid. Ke-
blinski et al. �11�, however, did not consider the energy transport
due to convection caused by the Brownian movement of the par-
ticle. We perform a similar analysis regarding the time scale of
Brownian movement of the particle �	b� and the time scale of the
convection due to the movement of the particle �	c�. The charac-
teristic time scale to cover a distance equal to the diameter of the
particle due to Brownian motion is given by �11� 	b=d2 / �6Db�,
where Db is the Stokes-Einstein Brownian diffusivity

	b =
3
�d3

6kbT
�3�

where � is the viscosity of the liquid. For a 10-nm particle, 	b is
approximately 3�10−7 s at 300 K for water and 6�10−6 s for
EG. The convection diffusivity is the kinematic diffusivity ��� of
the liquid, i.e., the momentum diffusivity �27,28�, which is related
to � as �=� /� f where � f is the liquid density. Therefore the time
required for the effect of convection to be felt at a distance equal
to the nanoparticle diameter d, 	c, is given as

	c =
d2

�
�4�

At 300 K 	c is approximately 1.2�10−10 s for water and 7.2
�10−11 s for EG for d=10 nm. This simple analysis shows that
	c�	b, or that the effects of convection are propagated almost
instantaneously relative to the Brownian diffusion of the particle.

Jang and Choi �16� were the first to suggest a model based on
the convection caused by the Brownian movement of the nano-
particles. In our previous article �19� we showed that the model by
Jang and Choi is not correct because of certain assumptions made
by them. In spite of all the shortcomings, we recognize that Jang
and Choi were the first group to take into account convection
induced by Brownian motion �16�.

Since the particles suspended in the liquid for nanofluids are
very small, Brownian movement of the particles is probable due
to the small mass of these particles. The root-mean-square veloc-
ity ��N� of a Brownian particle can be calculated as �17,29�

�N =�3kbT

m
=

1

d
�18kbT


�d
�5�

In �19� we defined a Brownian-Reynolds number �Re� based on
the Brownian velocity Re=�Nd / which leads to

Re =
1

�
�18kbT


�d
�6�

where � is the kinematic viscosity of the liquid. Note that Re for
Brownian motion is inversely proportional to d0.5. The value of Re
for 10-nm Al2O3 nanoparticles in water, Re=0.029, is much less
than one, and therefore for convection the flow falls in the Stokes
regime. For a sphere imbedded in a stationary semi-infinite me-
dium of thermal conductivity km, Nu based on the particle radius
�a=d /2� can be shown to be 1, i.e., h=km /a �28�, where h is the
heat transfer coefficient from the sphere to the surrounding me-
dium. For convection in the Stokes regime, however, the average
h from an isothermal moving particle is given as �30�

h =
kf

a
�1 + �1/4�Re · Pr� �7�

Note that these relations are derived analytically from first prin-
ciples. Equation �7� can be interpreted as meaning that the effec-
tive thermal conductivity of the fluid km due to the convection
caused by the movement of a single sphere is

km = kf�1 + �1/4�Re · Pr� �8�

For a 10-nm Al2O3 nanoparticle, the effective enhancement at
room temperature is approximately 4.2% for water and 6.6% for
EG. Therefore the enhancement due to convection is one order of
magnitude higher than any of the other mechanisms �conduction,
thermophoresis, etc.�. Note that this is based on a single isolated
sphere, whereas there will be interactions among the convection
currents from different spheres �to be discussed later�.

Equation �7�, from which Eq. �8� is derived, needs some dis-
cussion as it is strictly valid for convection from an isothermal
particle. In the nanofluid there will be a temperature gradient in
the particle. The question now is to what extent will the non-
uniform temperature distribution in the particle affect h? Refer-
ring to the convection literature it can be seen that the isothermal
case �28� provides a conservative estimate of the average heat
transfer coefficient, however the difference between the noniso-
thermal and isothermal cases is not large �28�. For example the
average heat transfer coefficient for convection from an isother-
mal flat plate is only 2% less than that from a non-isothermal flat
plate under constant heat flux conditions �28�. Therefore we feel
that the use of Eq. �8� in the case of nanofluids, where the par-
ticles may not be at a constant temperature, is justified, and any
deviation will be a second-order effect. However we emphasize
that capturing the effect of the temperature gradient in the particle
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on the average heat transfer coefficient, although tedious, is
achievable. We leave that derivation for a future report.

Substituting Eq. �8� for km in Eq. �1�, the effective conductivity
of the nanofluid can be written as

k

kf
�1 +

Re · Pr

4
�� �kp�1 + 2�� + 2km� + 2��kp�1 − �� − km�

�kp�1 + 2�� + 2km� − ��kp�1 − �� − km� �
�9�

Equation �9�, together with the definition of Re given in Eq. �6�,
has all the necessary ingredients for predicting the thermal con-
ductivity enhancement of nanofluids, in that it: �1� includes the
conduction contribution of the particles; �2� includes the thermal
boundary resistance between the particles and the fluid; �3� in-
cludes the convection contribution; and �4� reduces to the tradi-
tional MG model for larger particles, as Re goes to zero �see Eq.
�6�� for larger particles. We call this model the single-sphere
Brownian Model �SGBM�. Although we have used a convective
correction due to the movement of a single particle in Eq. �9�, we
have implicitly assumed that the entire fluid is agitated by the
movements of the nanoparticles. The agitation of the entire fluid
will depend on the nanoparticle volume fraction �. A critical vol-
ume fraction of the nanoparticles can be defined below which the
entire fluid will not be agitated �to be discussed later�. So far we
have not included any empiricism in the model. In our earlier
paper �19� we compared SGBM with experimental data for water-
and EG-based Al2O3 nanofluids �2� at room temperature. Al-
though improved agreement was obtained between the SGBM
predictions and data, compared with the MG model, this simple
one-sphere Brownian model, however, is not expected to match
the experimental data for all scenarios, as it completely ignores
the interaction of the convection currents due to multiple spheres.
Figure 5 presents a comparison between SGBM and various other
data from the literature for water-based nanofluids. Figure 5
shows that the SGBM model predicts higher k than does the MG
theory as seen from Fig. 2, however it still gives smaller values of
k �compared to the data� for most of the data points.

Koo and Kleinstreuer �17� showed that the volume of the fluid
affected due to the Brownian motion of the fluid is very large
compared to the volume of the nanoparticle. Equation �5� was
derived based on the convection due to a single isolated sphere in
the Stokes regime. The axial velocity of the fluid due to the mo-
tion of the particles for Stokes flow can be written as �17,31�

ux

us
= 1 − �1 − 1.5�a/r� + 0.5�a/r�3�cos2���

− �1 − 0.75�a/r� + 0.25�a/r�3�sin2��� �10�

where us is the fluid velocity at the surface of the sphere, a the
particle radius, r the radial distance from the surface of the sphere,
and � the polar angle. Equation �10� shows that at r=a, the ve-
locity of the fluid is the same as the velocity of sphere, i.e., there
is no slip between the sphere and the fluid. This no-slip condition
leads to the formation of a boundary layer and subsequent move-
ment of the fluid with the nanoparticles. Assuming the 99% crite-
rion for the velocity to define the hydrodynamic boundary layer
�ur=0.01us�, Koo and Kleinstreuer �17� showed that the hydrody-
namic boundary layer extends to �=r /d�37.5 in the direction of
the short axes and �=r /d�75 in the direction of the long axes of
a spheroidal body of fluid. That is, the boundary layer is spheroi-
dal in shape for a single isolated sphere in Stokes flow. The ther-
mal boundary layer ��T� is related to the hydrodynamic boundary
layer ��H� by �T��H /Pr0.333 �28� for Pr�1. This means that the
single-sphere model given by Eqs. �7� and �8� will be valid only if
the interparticle distance is larger than the thermalboundary layer
thickness. The smallest volume fraction where SGBM can be ap-
plied can thus be calculated from the volume of the thermal
boundary layer. The volume of the hydrodynamic boundary layer
�VH� is VH=
 /6��2�� and using �T=�H /Pr0.333 the volume of the
thermal boundary layer �VT� is VT=VH /Pr. Therefore the critical
volume fraction ��c� above which the boundary layers from dif-
ferent nanoparticles will interact, i.e., where convective currents
from different particles interact, is given by �c=Vp /VH
=Pr d3 /�2�=Pr/ �37.52�75�. At room temperature, for water �c

is 0.000055 and for EG, �c is 0.00143. �c defines the smallest
volume fraction above which the whole fluid is agitated. This
shows that even at very small volume fractions, convection cur-
rents due to various particles will interact and Eq. �7� thus needs
to be modified because Eq. �7� assumes that the heat transfer
coefficient of each sphere is independent of each other.

Convection heat transfer in complex situations, such as convec-
tion from multiple spheres or cylinders where the convection cur-
rents from various particles are interacting, are mostly empirical
in nature �28�. Since the convection currents in the nanofluids
from various particles interact as shown above even for very small
volume fractions, the simple SGBM cannot be used to estimate h.
Mixing of the convection currents will lead to vigorous micromix-
ing in the liquid at ���c. Therefore the expression for h needs to
be modified.

Heat transport in nanofluid systems is in some ways similar to
particle-to-fluid heat transfer in fluidized beds, as convective cur-
rents from various spheres interact in fluidized beds �32,33�. Simi-
lar to the argument above for nanofluids, vigorous micro-mixing
takes place in fluidized beds. Brodkey et al. �32� showed that for
fluidized beds made of micron-sized particles, Nu for particle-to-
fluid heat transfer was 20–100 times greater than that of the
single-particle Nu. It is also to be noted that except for very
simple conditions and geometries, such as Stokes flow past a
single sphere, the heat transfer correlations for convection in com-
plicated situations, such as those due to the presence of multiple
spheres, are always empirical in nature �28,32�. Taking the cue
from the Nu correlations for particle-to-fluid heat transfer in flu-
idized beds �32�, we proposed �19� a general correlation for the
heat transfer coefficient for the Brownian motion-induced Stokes
flow of multiple nanoparticles of the form

h =
kf

a
�1 + A RemPr0.333�� �11�

where A and m are constants. The appearance of � in Eq. �11�
signifies stronger interaction between the convection currents
from various spheres. Convective heat transfer relations are re-
gime dependent �28�, and so depending on Re these relations can

Fig. 5 Comparison of single sphere Brownian model „SGBM…

with data on various water-based nanofluid
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change. Therefore most likely A should be independent of the
fluid type, whereas m will depend on the fluid type, as the prop-
erties of different fluids can vary dramatically �e.g., water and EG�
which affects Re. This modification leads to

k

kf
= �1 + A Rem Pr0.333��

�� �kp�1 + 2�� + 2km� + 2��kp�1 − �� − km�
�kp�1 + 2�� + 2km� − ��kp�1 − �� − km� � �12�

If Eq. �12� is valid, then A and m should be the same for different
experimental data for a particular fluid. We call this model the
multisphere Brownian model �MSBM�. This model matched well
with all the data �19� for water-based nanofluids assuming a con-
stant Rb of 0.77�10−8 K m2 W−1. The coefficient A was found to
be 4�104 and m was found to be 2.5% ±15%. For comparison,
Holman et al. �34� obtained m=2.0 for water-based fluidized beds
made of large particles, which is relatively close to the value of m
obtained here for the water-based nanofluids.

In this paper comparison between the MSBM and data for EG-
based nanofluids is shown in Fig. 6 where Rb is assumed to be
1.2�10−8 K m2 W−1 as calculated earlier. Table 1, in turn, gives
the best-fit values of m. Table 1 shows that the variation in m
between different data sets is not very large, and is centered
around m	1.6. If Rb is treated as a variable then the difference in
m for different data sets will become even smaller. A was assumed
to be 4�104 �the same as for water-based nanofluids�.

The third type of liquid on which several nanofluids have been
based is oil. Fig. 7 and Table 2 show the comparison of the semi-
empirical Brownian model for such oil-based nanofluids. The
physical properties of oil were assumed to be that of engine oil
�28�, as mentioned earlier, and Rb is assumed to be 1.925

�10−8 K m2 W−1. Table 2 demonstrates, once again, that varia-
tion of m between different data sets is not very large for oil-based
nanofluids. Assuming a variable value of Rb, the difference in m
between different data sets will become even smaller. A was as-
sumed to be 4�104 �the same as for water and EG� showing that
to first order, A is independent of the fluid type.

In the earlier paper �19� MSBM was compared with the experi-
mental data obtained on k for different fluid temperatures for
water-based nanofluids with Al2O3 nanoparticles �5�, and very
good agreement was found between MSBM and the data. In this
paper MSBM is instead compared with temperature-dependent
data on k of water-based nanofluids with CuO nanoparticles �5�,
as shown in Fig. 8. Rb=0.77�10−8 K m2 W−1 was assumed. The
model matches well with data by assuming m=2.35 for �=4%
and m=2.05 for �=1%. It is interesting to note that m=2.05 was
obtained as the best fit for CuO-water-based nanofluids from Ref.
�7�. The multiplier A was again assumed to be the same �A
=40,000�.

We also compare the proposed model with data for different
particle sizes but of the same particle type, liquid, and volume
fraction. Data for this condition are not available in abundance,
but we have found two data sets on Al2O3 nanoparticles in water,
at �=0.03 for d=12 nm and d=38.4 nm �20�. Masuda et al. �4�
reported measurements on Al2O3/water nanofluid for d=13 nm at
�=0.028, which is very close to 0.03. Therefore we also use this
data set in our comparison. Figure 9 shows the comparison be-
tween the MSBM, assuming A=4�104 and m=2.5, and the data.
Figure 9 shows that the model matches very well with the data for
Rb=2.5�10−8 K m2 W−1, but if Rb=0 is assumed then the model
prediction is much higher than the data, indicating the importance
of Rb in determining k.

Based on the data for three different nanofluids �water, EG, and
oil� we propose that m=2.5% ±15% is the best value for m where

Fig. 6 Comparison of the multisphere Brownian model with
experimental data on EG-based nanofluids for Rb=1.2
Ã10−8 K m2 W−1, A=4Ã104, and the corresponding values of m
are given in Table 1. The number in the legend indicates the
mean diameter of the particles, in nanometers.

Table 1 Best-fit values of m for different data sets for EG-
based nanofluids, shown in Fig. 6, assuming constant
Rb=1.2Ã10−8 K m2 W−1

Reference
Nanoparticle

material
Diameter

�mm� m

�3� Al2O3
60.4 1.55

�3� Al2O3
26 1.75

�3� Al2O3
302 1.5

�3� Al2O3
15 1.8

�8� Cu 6 1.5
�3� Al2O3

38.4 1.75
�3� CuO 23.6 1.6

Fig. 7 Comparison of the multisphere Brownian model with
experimental data on oil-based nanofluids for Rb=1.925
Ã10−8 K m2 W−1, A=4Ã104, and the corresponding values of m
are given in Table 2. The number in the legend indicates the
mean diameter of the particles, in nanometers.

Table 2 Best-fit values of m for different data sets for oil-
based nanofluids, shown in Fig. 7, assuming constant
Rb=1.9Ã10−8 K m2 W−1

Reference
Nanoparticle

material
Diameter

�mm� m

�3� Al2O3
60.4 1.08

�6� Cu 100 1.1
�7� Cu 36 1.05
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water is the base fluid, m=1.6% ±15% is the best value of m for
EG-based nanofluids, and m=1.05% ±15% is the best value of m
for oil-based nanofluids. The value of the exponent m has been
found to depend on the type of fluid in a fluidized beds �32,33�,
which is consistent with our findings for nanofluids. It is also
worthwhile to note that the variation in m for a particular base
liquid could also be due solely to the experimental error in the
measurement of k, or uncertainty in the mean diameter of the
nanoparticles �2�. We have evaluated m based only on the reported
values of k, and the reported mean nanoparticle diameter based on
volume averaging. The variation in Rb due to other parameters,
such as temperature, particle size, volume fraction, nanoparticle
material, and bonding, can also lead to uncertainty in the value
of m.

4 Discussion
The Brownian Reynolds number defined in this paper �Eq. �6��

increases with decreasing density of the nanoparticles. This shows
that lighter nanoparticles will lead to larger Reynolds number, and
hence greater k. The model developed here includes various ma-
terial parameters that can change the effective k of nanofluids. The
material parameters that involve the nanoparticles are the density
of the nanoparticle, thermal conductivity of the nanoparticle, and
Rb. The material parameters that involve the liquid are kinematic
viscosity, Prandtl number, liquid thermal conductivity, and Rb.
One study that is of interest is the impact of the density of the

particles. Two extreme cases have been considered: �i� Thermal
conductivity of the nanoparticle is much larger than the thermal
conductivity of the liquid and Rb=0 and �ii� the particles are in-
sulating, which can be simulated by either taking the thermal con-
ductivity of the particle to be much smaller than the liquid thermal
conductivity, or taking Rb to be very large. For the first case Eq.
�12� reduces to

k

kf
= �1 + A Rem Pr0.333��
1 + 2�

1 − �
� �13�

whereas for the second case Eq. �12� reduces to

k

kf
= �1 + A Rem Pr0.333��
2�1 − ��

2 + �
� �14�

Figure 10 shows the variation of k /kf for �=0.05, d=20 nm for
water-based nanofluid at room temperature. Figure 10 shows that
the resulting k of the nanofluid, even with an insulating particle,
can be much higher than that of a nanofluid containing highly
conducting particles with Rb=0, if the density of the insulating
particle is much less than that of the conducting particle. One such
example is nanoparticles made of polymers versus nanoparticles
made of silver. Typical polymer density is around 1000 kg m−3 as
compared to silver which is 10,490 kg m−3. Lighter particles will
also lead to smaller sedimentation rates.

Sedimentation of the nanoparticles is one of the biggest techni-
cal challenges for nanofluids. Lighter particles have a substantial
advantage over heavier particles with regard to sedimentation. The
Stokes velocity for sedimentation is proportional to the density
difference between the particles and the liquid �35�. Therefore
lighter nanoparticles, such as polymer nanoparticles, will take
longer to sediment as compared to heavier metallic nanoparticles.
Since lighter nanoparticles are also better in enhancing the ther-
mal conductivity of nanofluids as shown in the previous para-
graph, lighter nanoparticles may be a better choice for nanofluids.

One of the biggest challenges for enabling next-generation
semiconductor microprocessors is the problem of efficient heat
transfer. It is because of this reason both industry and academia
are actively pursuing microchannel-based liquid cooling �36–38�.
One of the typical requirements for electronics cooling is that the
cooling solution should be able to withstand temperatures as low
as −40°C. Most likely water cannot be used as a coolant in such
a scenario because water freezes at 0°C and it expands below the
freezing point. Expansion of water below its freezing point can
lead to severe structural damage to the various components of a
microchannel-based liquid cooling system. These components
could include the microchannel itself, the pump, or the tubing. To
solve this problem antifreeze liquid, such as ethylene glycol �EG�,

Fig. 8 Comparison of the semiempirical Brownian model with
experimental data for 28.6-nm CuO nanoparticles in water †5‡,
for varying temperatures assuming constant Rb=0.77
Ã10−8 K m2 W−1

Fig. 9 Comparison of the multisphere Brownian model with
data for different nanoparticle diameters

Fig. 10 Effect of nanoparticle density on the thermal conduc-
tivity of nanofluids
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can be added to significantly reduce the freezing point. The prob-
lem with antifreeze such as EG or propylene glycol �PG� is that
their thermal conductivity is very small compared to that of pure
water, which leads to a smaller heat transfer coefficient. For ex-
ample the thermal conductivity of water at room temperature is
0.6 W m−1 K−1 and that of ethylene glycol is 0.25 W m−1 K−1. If
EG-based nanofluid with polymeric nanoparticles �d=20 nm� of
density 1000 kg m−3 are used, then applying Eq. �13� the thermal
conductivity of the EG-based nanofluid can be as high as
0.5 W m−1 K−1 for �=0.05, which is very close to pure water.
This analysis shows that by using EG- or PG-based nanofluids it
is possible to achieve the sameperformance as water. Another ad-
vantage of using nanofluids is that the relative enhancement in
thermal conductivity increases with increasing temperature, as
shown in Fig. 8. In liquid cooling of microprocessors the average
temperature of the liquid will be around 50°C or higher. At 50°C
the thermal conductivity of pure EG is 0.26 W m−1 K−1 whereas
for EG-based nanofluid with polymeric nanoparticles �d=20 nm�
for �=0.05 it can be as high as 0.91 W m−1 K−1 based on Eq.
�13�. These discussions suggest that nanofluids hold great prom-
ise, particularly for the electronics cooling industry.

Through an order-of-magnitude analysis we have shown that
convection due to the Brownian movement of the nanoparticles is
the most important mechanism for the observed enhancement in k
of nanofluids, at least at the small volume fractions considered
here.

To understand the exact origin of the empirical constants that
we introduced in our MSBM, it seems that a numerical simulation
is needed. Such a numerical simulation will include the solution
of the Langevin equation for the particle motions �1,18�, and the
coupled Navier-Stokes and energy equations for the fluid. Origin,
measurement, and modeling of Rb at a liquid/solid interface, for
varying conditions such as particle size, volume fraction, tempera-
ture, nanoparticle material, etc., is also another area of important
research.

5 Conclusions
We have shown through an order-of-magnitude analysis that

convection caused by the Brownian movement of the nanopar-
ticles is primarily responsible for the observed enhancement in the
effective thermal conductivity of nanofluids. We introduced a
Brownian-motion-based convective-conductive model which
gives the correct physics for the behavior of nanofluids in various
regimes. The model predicts the right trend with respect to differ-
ent parameters such as nanoparticle volume fraction, nanoparticle
diameter, and temperature. We have also provided general re-
search directions for the future to remove the empiricism from the
convective-conductive model.
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Nomenclature
A � empirical constant in Eq. �11�
a � radius of nanoparticles �nm�

BM � Brownian model
C � heat capacity per unit volume �J m−3 K−1�
d � diameter of nanoparticles �nm�

DMM � diffuse mismatch model
EG � ethylene glycol

h � heat transfer coefficient �W m−2 K−1�
k � thermal conductivity �W m−1 K−1�

kb � Boltzmann constant

l � mean free path �nm�
m � empirical constant in Eq. �11�
m � mass of the nanoparticle �kg�

MG � Maxwell-Garnett
Nu � Nusselt number
Pr � Prandtl number
Rb � thermal boundary resistance �m2 K W−1�
Re � Reynolds number
T � temperature �K�
ur � radial velocity in Stokes flow �m s−1�
us � fluid velocity at the surface of the sphere

�m s−1�
v � velocity �m s−1�

Greek
� � Biot number
� � particle volume fraction

�c � critical volume fraction for the entire fluid to
be agitated

� � viscosity �kg m−1 s−1�
� � kinematic viscosity �m2 s−1�
� � density �kg m−3�

Subscript
f � fluid

m � matrix
p � particle
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A theoretical analysis is presented to investigate thermally and
hydrodynamically fully developed forced convection in a duct of
rectangular cross section filled with a hyper-porous medium. The
Darcy-Brinkman model was adopted in the present analysis. A
Fourier series type solution is applied to obtain the exact velocity
and temperature distribution within the duct. The case of uniform
heat flux on the walls, i.e., the H boundary condition in the ter-
minology of Kays and Crawford (1993, Convective Heat and
Mass Transfer, 3rd ed., McGraw-Hill, NY), is treated. Values of
the Nusselt number and the friction factor as a function of the
aspect ratio, the Darcy number, and the viscosity ratio are
reported. �DOI: 10.1115/1.2188510�

1 Introduction
Flow through porous media is important in numerous engineer-

ing applications as reviewed by Cheng �2�. Application of flow
through rectangular porous ducts was investigated for cooling of
electronics in radar equipment with close attention to unraveling
the behavior of temperature-dependent viscosity of �PAO� in �3�.
Narasimhan et al. �4� developed two new theories for hydraulics
in porous ducts of parallel plate cross section for temperature-
dependent viscosity fluids by modifying the Forchheimer-Darcy
flow model. The focus was on extremely low permeability, for Al
foam as the porous substrate and Poly-Alpha-Olefin �PAO� as the
fluid. Furthermore, a perturbation method was employed that cap-
tured predictive theoretical global pressure-drop equations using
the Forchheimer-Darcy model.

Further investigation is necessary for understanding the flow
and thermal behavior of non-circular porous ducts of high poros-
ity, i.e., the Brinkman porous media �5� �cited in �6��. Recently,
Lage �7� presented a general review of the historical background
of the developed models in porous media. In cases of high per-
meability porous media �porosity higher than 0.6 according to
�6��, it is known that the Darcy-Brinkman model can predict hy-
draulics through porous media as closely as the general model of
Vafai and Tien �8� for incompressible flow, as presented for natu-
ral convection in Merrikh and Mohamad �9�, for example. As
stated by Nield and Bejan �6�, it is suitable to use the Darcy-
Brinkman flow model to cope with hyperporous materials. The
term “hyperporous” has been proposed for materials with high
porosity such as the example in �6� for which the Darcy number is
higher than unity. This large Darcy number was observed in a
sample of compressed aluminum foam with 1 mm thickness. A
substantial amount of literature on the accuracy and the limitation
of the Darcy-Brinkman model can be found in �6–8�.

Analytical solutions are very useful in benchmarking numerical
computations. They are also useful for parametric studies when a
large number of parameters are involved wherever numerical re-
sults cannot be experimentally verified, or no experiments are
possible due to time, cost, and other limiting factors. Thus, the
question naturally arises as to whether analytical solutions for
ducts of cross section other than circular tube or parallel plates are
possible.

Haji-Sheikh and Vafai �10� studied thermally developing forced
convection �the Graetz problem� in ducts of various shapes, in-
cluding elliptical ones, by the method of weighted residuals. This
method is especially convenient when the boundary conditions are
homogeneous, with a uniform temperature imposed on the walls.
Adopting the Graetz problem is advantageous because in conjunc-
tion with standard computing packages, it allows one-time com-
putation of all the required eigen values all at once, rather than
having to get them one at a time.

Hooman �11� has reported closed form analytical solution for
the fully developed flow and temperature distribution, as well as
the local entropy generation rate by applying the Darcy model for
flow in a duct of elliptical cross section. By observing the fully
developed temperature profile, he found that heat transfer is con-
duction dominated as a result of very slow �creeping� velocities in
such low-porosity media. However, when non-Darcy effects are to
be considered, the problem becomes more complicated and one
can no longer obtain such simple expressions for the temperature
profile and the Nusselt number.

Using Fourier series expansion, we present an analytical solu-
tion for the velocity profile in a rectangular duct by solving the
Darcy-Brinkman momentum equation. We then make use of this
Fourier solution to solve the energy equation and thereby investi-
gate flow and heat transfer characteristics of rectangular ducts. Up
until now, to the authors’ knowledge, no analytical solution is
available for the studied problem.
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2 Analysis
The Darcy-Brinkman momentum equation for the case of uni-

directional �fully developed� flow in the x*-direction in a rectan-
gular duct occupied by a porous medium with velocity u*�y* ,z*�
is �6�

�̃� �2u*

�y*2 +
�2u*

�z*2� −
�

K
u* + G = 0 �1�

In the above equation, � is the fluid viscosity and �̃ is the effec-
tive viscosity of the porous medium, K is the permeability, and G
is the negative of the applied pressure gradient, i.e., the body force
term. The following nondimensional variables are defined by:

y =
y*

H
, z =

z*

H
, u =

�u*

GH2 �2�

Using the nondimensional parameters and the viscosity ratio M
= �̃ /� and defining the Darcy number as Da=K /H2, the momen-
tum equation takes the following form:

�2u

�y2 +
�2u

�z2 − s2u +
1

M
= 0 �3�

In the above equation, the porous medium shape factor s is de-
fined as s= �MDa�−1/2. Brinkman �5� assumed �̃=� leading to
M =1 for this case. However, it is known that �̃ is related to the
geometry of the porous media �6�. We assume M =1 leading to
Darcy number K /H2 which yields s=H /K1/2. When one is to cope
with an engineering problem it can be observed that changes in
permeability will alter the value of s for a fixed H. Equation �3�
has to be solved subject to the boundary conditions u=0 when y
= ±1 and z= ±a, i.e., impermeable walls assumption. Hence, the
well-known eigen-function expansion approach leads to the solu-
tion for the velocity

u =
4

�M�
n=1

�
�− 1�n−1

�2n − 1�m2�1 −
cosh mz

cosh ma
�cos �ny �4�

With �n= �2n−1�� /2, the value of m is found to be

m = �s2 + �n
2�1/2 �5�

The mean velocity is thus

ū =
2

M�
n=1

�
1

�n
2m2�1 −

tanh ma

ma
� �6�

and the normalized velocity is

û =
u

ū
=

1

A�
n=1

�

Bn�z�cos �ny �7�

where

A =
2

��
n=1

�
1

�2n − 1�2m2�1 −
tanh ma

ma
� �8a�

Bn�z� =
�− 1�n−1

�2n − 1�m2�1 −
cosh mz

cosh ma
� = Dn�1 −

cosh mz

cosh ma
� �8b�

The Fanning friction factor is defined as

Cf =

2���
0

aH 	 �u*

�y*	
y*=H
	dz* +�

0

H 	 �u*

�z* 	
z=aH


dy*�

�Um
2 �1 + a�H

�9�

The multiplication of the Fanning fiction factor and the Reynolds
number yields

CfRe =
16

�A
� a

a + 1
�2

�
n=1

� �n
2 + s2 tanh ma

ma

m2�2n − 1�2 �10�

The characteristic length in the Reynolds number definition is the
hydraulic diameter DH defined by DH=4Ha / �a+1�. From here
on, we call the term Cf Re the friction factor for short. With
thermal conduction in the x*-direction neglected, the energy equa-
tion becomes

u*�T*

�x* =
k

�cP
� �2T*

�y*2 +
�2T*

�z*2 � �11�

Here T* is the temperature, � is the density of the fluid, cP is the
specific heat at constant pressure, and k is the effective thermal
conductivity of the medium �k= �1−��ks+�kf with ks and kf being
the solid and fluid thermal conductivity and � denoting porosity
�6��. For the case of boundaries at uniform heat flux q� the first
law of thermodynamics implies

�T*

�x* =
q�

�cPHū
�a + 1

a
� �12�

leading to the dimensionless form of the energy equation as

�2�

�y2 +
�2�

�z2 = − Nu û�a + 1

2a
�2

�13�

where the dimensionless temperature profile is �= �T*−Tw� / �Tm

−Tw�. One can easily verify the that the thermal boundary condi-
tions are �=0 at y= ±1 and at z= ±a. The Nusselt number is
defined as

Nu =
q�DH

k�Tw
* − Tm

* �
�14�

The bulk temperature is defined as Tm= �ûT*�. The angle brackets
denote an average taken over the duct cross section. The solution
satisfying the differential Eq. �13� and the boundary conditions
may be written as

Table 1 Comparison between present results with those re-
ported for clear flow case

Parameter Reference a=1 a=4 a=8 a→�

Nusselt number Present 3.60 5.33 6.48 8.23
�1� 3.61 5.33 6.49 8.23

Fiction factor Present 14.25 18.26 20.51 24
�13� 14.25 18.25 20.50 24

Fig. 1 Schematic of the studied problem
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� = �
n=0

�

fn�z�cos �ny �15�

After some algebraic manipulation one finds the dimensionless
temperature profile as

� = �a + 1

2as
�2Nu

A �
n=1

�
Dn

�n
2 cos �ny�s2 − m2 cos h�nz

cos h�na
+ �n

2 cosh mz

cosh ma
�

�16�
The compatibility condition �an identity resulting from the
definitions�

�û�� = 1 �17�
yields an expression for the Nusselt number, namely,

Nu = 2��As2 a

a + 1
�2�

n=1

�
Kn

�2n − 1�4 �18�

where

Kn =
tanh ma

ma
−

tanh �na

�na
− s2��n

2 − 2s2

2m4 ��1 −
tanh ma

ma
�

+
�n

2s2

2m4 tanh2 ma �19�

Hence the final expression for Nusselt number becomes

Nu = 8s4� a

a + 1
�2S1

2

S2
�20�

where

S1 = �
n=1

�
1

�2n − 1�2m2�1 −
tanh ma

ma
� �21a�

S2 = �
n=1

�
Kn

�2n − 1�4 �21b�

Within the limit, as a→� �parallel plates case� and s→0 �clear
fluid case� we obtain

S1 =
4

�2�
n=1

�
1

�2n − 1�4 =
�2

24
�22a�

S2 =
16s4

�4 �
n=1

�
1

�2n − 1�8 =
17s4�4

10,080
�22b�

which is the Nusselt number that represents laminar flow through
parallel plates �12�, i.e., Nu=8.236. On the other hand, in the limit
as a→� and s→� one obtains

Fig. 2 Midplane normalized velocity predicted by Eq. „7… and midplane dimensionless tem-
perature profile predicted by Eq. „16…, versus z /a for some values of s and a
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S1 =
1

s2�
n=1

�
1

�2n − 1�2 =
�2

8s2 �23a�

S2 = �
n=1

�
1

�2n − 1�4 =
�4

96
�23b�

The above yield a Nusselt number value that represents Darcy
flow through parallel plates �6�, i.e., Nu=12.

In addition to the two limiting cases �very large aspect ratio,
i.e., parallel plate channel�, one can easily compare the results of
friction factor �Eq. �10�� and Nusselt number �Eq. �20�� for vari-
ous aspect ratios with those previously reported. The comparisons
of the benchmarking are shown in Table 1. As seen, the present
results are in good agreement with those of clear flow case.

3 Results and Discussion
Figure 2 shows the effects of aspect ratio and shape factor on

the velocity and temperature distribution. Figures 2�a� and 2�b�
show the midplane velocity and temperature for a small shape
factor, s=10−3, and Figs. 2�c� and 2�d� illustrate the midplane
velocity and temperature for a relatively large shape factor, i.e.,
for s=10. It is evident that increasing s leads to strong velocity
variations in a thin near-wall region, i.e., a thinner hydrodynamic
boundary layer near the walls. This phenomenon is more pro-
nounced for large aspect ratios. Compared to the small aspect
ratios, for large aspect ratios, the midplane velocity variation is
steeper in the region adjacent to the sidewalls and one expects the
flow direction to be unidirectional for large values of a, i.e., the
parallel plates case. It can also be concluded that the value of the
midplane normalized velocity at the duct center, which is the
maximum fluid velocity decreases as a increases. This is verified
for both small and large shape factors. However, this maximum
value decreases as s increases since the boundary effects become
less significant with the no-slip condition becoming less important
in this case. Hence, the velocity profile bears a “flat” shape near
the wall. Based on the figures, it may also be concluded that the
dimensionless midplane temperature at the duct center, which is
also the maximum dimensionless temperature, would decrease as
a result of an increase in a. Decreasing s reduces the maximum
temperature as a result of increase of the friction drag within the
porous medium which lower the steepness of the profile �13�.

For s=0.001, the midplane temperature profile is similar to the
midplane velocity distribution. For large values of s, however, one
no more observes similar profiles since the velocity distribution is
highly dependent on s while the temperature is affected by s in-
directly through velocity distribution. It can also be deduced that
for small aspect ratios, the temperature distribution is more or less
similar to the velocity distribution especially for large values of s
where the temperature distribution is a conductionlike. This fact is
not surprising when one observes that the Darcy-Brinkman mo-
mentum equation is similar to the energy equation when s→�.

Figure 3�a� represents the values of Cf Re varying as a function
of s. To benchmark the analytical predictions, we compare our
results with those of Kaviany �14� for the largest aspect ratio, a
=16 to represent the parallel plates case. It is evident that our
results demonstrate a similar trend to those reported by �14�. It is
also evident that the results of �14� overpredict our results, how-
ever; the difference decays when s becomes very large.

Figure 3�b� shows plots of the fully developed Nusselt number
versus s for different values of a. For small values of s, the results
are in good agreement with those previously reported for the clear
flow case �1�. For the case of large aspect ratios, it is evident that
the values of Nu fall within the range between those of clear flow
and slug flow, as expected. Increasing s from 10 to beyond s
=103, Nu climbs from a low to a high value irrespective of a
value. This is justified by observing that for such high values of s
the velocity distribution is close to slug flow regime and since the

temperature distribution is not changed that much, the net effect
would increase Nu. The trend shown in this figure is similar to
that previously reported for forced convection in a fluid-saturated
porous medium for flow between isothermal parallel plates �e.g.,
Fig. 6 of �14�� or in a circular tube with an isoflux wall �Figs. 3 of
�15��. Observe that an increase in s increases both Nu and Cf Re.
This important result requires optimization in design of engineer-
ing systems, which is left for a later report.
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This paper examines the steady-state solutions of a strongly exo-
thermic reaction of a viscous combustible material in a channel
filled with a saturated porous medium under Arrhenius kinetics,
neglecting reactant consumption. The Brinkman model is em-
ployed and analytical solutions are constructed for the governing
nonlinear boundary-value problem using a perturbation technique
together with a special type of Hermite-Padé approximants and
important properties of the temperature field including bifurca-
tions and thermal criticality are discussed.
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1 Introduction
Studies related to thermal ignitions and heat transfers in inert

porous media are extremely useful in improving the design and
operation of many engineering devises ��1–3��. For instance, the
catalytic converter in an automobile’s exhaust system is made up
of a finely divided platinum-iridium catalyst �i.e., forming a po-
rous matrix� and provides a platform for exothermic chemical
reaction where unburned hydrocarbons completely combust. This
helps to reduce the emissions of toxic car pollutant such as carbon
monoxide �CO� into the environment. However, in order to ignite,
stabilize, and operate under steady-state conditions, the thermal
criticality of a burner based on combustion in inert porous media
like catalytic converter must be determined �3�. Mathematically
speaking, thermal ignition and heat transfer in inert porous media
constitutes a nonlinear reaction diffusion problem and the long-
time behavior of the solutions in space will provide an insight into
the inherently complex physical process of thermal runaway in the
system �4,5�.

The theory of nonlinear reaction diffusion equations is quite
elaborate and their solution in rectangular, cylindrical, and spheri-
cal coordinate remains an extremely important problem of practi-
cal relevance in the engineering sciences �6,7�. Several numerical
approaches have developed in the last few decades, e.g., finite
differences, spectral method, shooting method, etc., to tackle this
problem. More recently, the ideas on classical analytical methods
have experienced a revival, in connection with the proposition of
novel hybrid numerical-analytical schemes for nonlinear differen-
tial equations. One such trend is related to Hermite-Padé approxi-
mation approach �8–10�. This approach, over the last few years,
proved itself as a powerful benchmarking tool and a potential
alternative to traditional numerical techniques in various applica-
tions in sciences and engineering. This semi-numerical approach
is also extremely useful in the validation of purely numerical
scheme.

In this paper, we intend to construct approximate solution for a
steady-state reaction diffusion equation that models thermal run-
away problem in a porous medium using perturbation technique
together with a special type of Hermite-Padé approximants. The
mathematical formulation of the problem is established and solved
in Secs. 2 and 3. In Sec. 4 we introduce and apply some rudiments
of Hermite-Padé approximation technique. Both numerical and
graphical results are presented and discussed quantitatively with
respect to various parameters embedded in the system in section
five.

2 Mathematical Model
We consider a steady-state hydrodynamically and thermally de-

veloped unidirectional flow of a viscous combustible reacting
fluid in the x direction between impermeable isothermal bound-
aries at y=0 and y=a, filled with a homogeneous and isotropic
porous medium as illustrated in Fig. 1 below.

Neglecting reactant consumption, the governing momentum
and energy balance equations are

d2u

dy2 −
u

K
−

1

�

dP

dx
= 0 �1�

d2T

dy2 +
QC0A

k
e−E/RT +

�

k
�du

dy
�2

+
�u2

Kk
= 0 �2�

Equation �1� is a well-known Brinkman momentum equation �1�
while the additional viscous dissipation term in Eq. �2� is due to
Al-Hadhrami et al. �6� and is valid in the limit of very small and
very large porous medium permeability.

The appropriate boundary conditions are

u = 0 T = T0 on y = a �3�

u = 0 T = T0 on y = 0 �4�

where T is the absolute temperature, P the fluid pressure, T0 the
geometry wall temperature, k the thermal conductivity of the ma-
terial, K the porous medium permeability parameter, Q the heat of
reaction, A the rate constant, E the activation energy, R the uni-
versal gas constant, C0 the initial concentration of the reactant
species, a the channel width, �x ,y� the distance measured in the
axial and normal directions, respectively, and � is the combustible
material dynamic viscosity coefficient. Let M = �a2 /U���dP /dx�
be a constant axial pressure gradient parameter and U the fluid
characteristic velocity. We introduce the following dimensionless
variables into Eqs. �1�–�4�:

� =
E�T − T0�

RT0
2 � =

RT0

E
ȳ =

y

a
� =

QEAa2C0e
−E/RT0

T0
2Rk

�5�

W =
u

UM
� =

�M2U2eE/RT0

QAa2C0
� =� 1

Da
Da =

K

a2

and obtain the dimensionless governing equation together with the
corresponding boundary conditions as �neglecting the bar symbol
for clarity�

d2W

dy2 − �2W − 1 = 0 �6�

d2�

dy2 + ��e��/�1+���� + ��dW

dy
�2

+ ��2W2� = 0 �7�

W�0� = W�1� = 0 ��0� = ��1� = 0 �8�

where � , � , � , �, Da represent the Frank-Kamenetskii param-
eter, activation energy parameter, the viscous heating parameter,
the porous medium permeability parameter, and the Darcy num-
ber, respectively. In the following sections, Eqs. �6�–�8� are solved
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using both perturbation and multivariate series summation
techniques.

3 Perturbation Method
It is very easy to obtain the solution for the fluid velocity profile

exactly, however, due to the nonlinear nature of the temperature
field, Eq. �7�, it is convenient to form a power series expansion in
the Frank-Kamenetskii parameter �, i.e.,

� = �
i=0

�

�i�
i �9�

Substituting the solution series �9� into Eq. �7� and collecting the
coefficients of like powers of �, we obtained and solved the equa-
tions of the coefficients of solution series iteratively. The solution
for the velocity and temperature fields are given as

W�y ;� � 0� = −
�cosh�y�� − 1�

�2 −
�1 − cosh����sinh�y��

�2 sinh���
�10a�

W�y ;� → 0� = −
1

2
�y2 − y� −

�2

24
�y4 − 2y3 + y�

−
�4

720
�y6 − 3y5 + 5y3 − 3y� + O��6� �10b�

��y� = −
�

2�4�cosh��� + 1�
�cosh���y2�4 − cosh���y�4

− y��2 cosh��� − 4� cosh���cosh�y��

+ 4� sinh���sinh�y�� − 4� cosh�y�� + �y2�2 cosh���

+ 2� cosh���cosh2�y�� − 2� sinh���sinh�y��cosh�y��

+ �y2�4 + 2� cosh��� − y��2 − y�4 + y2�4 + 4�� + O��2� .

�11�
Using a computer symbolic algebra package �MAPLE�, we ob-
tained the first 30 terms of the above solution series �11� as well as
the series for the wall heat transfer rate, Nu=−d� /dy at y=1.

4 Thermal Criticality and Bifurcation Study
The concept of thermal criticality or non-existence of steady-

state solution to nonlinear reaction diffusion problems for certain
parameter values is extremely important from application point of
view. This characterizes the thermal stability properties of the ma-
terials under consideration and the onset of thermal runaway phe-
nomenon. In order to determine the appearance of thermal run-
away in the system together with the evolution of temperature
field as the exothermic reaction rate increases �i.e., ��0�, we
employ a special type of Hermite-Padé approximation technique.
Suppose that the partial sum

UN−1��� = �
i=0

N−1

ai�
i = U��� + O��N� as � → 0, �12�

is given. We are concerned with the bifurcation study by analytic
continuation as well as the dominant behavior of the solution by

using partial sum �12�. We expect that the accuracy of the critical
parameters will ensure the accuracy of the solution. It is well
known that the dominant behavior of a solution of a differential
equation can often be written as Guttamann �11�,

U��� 	 
 H��c − ��	 for 	 � 0,1,2, . . .

H��c − ��	 ln��c − �� for 	 = 0,1,2, . . .
� as � → �c

�13�

where H is some constant and �c is the critical point with the
exponent 	. However, we shall make the simplest hypothesis in
the contest of nonlinear problems by assuming the U��� is the
local representation of an algebraic function of �. Therefore, we
seek an expression of the form

Fd��,UN−1� = A0N��� + A1N
d ���U�1� + A2N

d ���U�2� + A3N
d ���U�3�

�14�

such that

A0N��� = 1, AiN��� = �
j=1

d+i

bij�
j−1 �15�

and

Fd��,U� = O��N+1� as � → 0 �16�

where d
1, i=1, 2, 3. The condition �15� normalizes the Fd and
ensures that the order of series AiN increases as i and d increase in
value. There are thus 3�2+d� undetermined coefficients bij in ex-
pression �15�. The requirement �16� reduces the problem to a sys-
tem of N linear equations for the unknown coefficients of Fd. The
entries of the underlying matrix depend only on the N given co-
efficients ai. Henceforth, we shall take

N = 3�2 + d� �17�

so that the number of equations equals the number of unknowns.
Equation �16� is a new special type of Hermite-Padé approxi-
mants. Both the algebraic and differential approximants forms of
Eq. �16� are considered. For instance, we let

U�1� = U U�2� = U2 U�3� = U3 �18�

and obtain a cubic Padé approximant. This enables us to obtain
solution branches of the underlying problem in addition to the one
represented by the original series. In the same manner, we let

U�1� = U U�2� = DU U�3� = D2U �19�

in Eq. �15�, where D is the differential operator given by D
=d /d�. This leads to a second order differential approximants. It
is an extension of the integral approximants idea by Hunter and
Baker �8� and enables us to obtain the dominant singularity in the
flow field, i.e., by equating the coefficient A3N��� in Eq. �16� to
zero. Meanwhile, it is very important to know that the rationale
for chosen the degrees of AiN in Eq. �15� in this particular appli-
cation is based on the simple technique of singularity determina-
tion in second order linear ordinary differential equation with
polynomial coefficients as well as the possibility of multiple so-
lution branches for the nonlinear problem �12�. In practice, one
usually finds that the dominant singularities are located at zeroes
of the leading polynomial A3N

�d� coefficients of the second order
linear ordinary differential equation. Hence, some of the zeroes of
A3N

�d� may provide approximations of the singularities of the series
U and we expect that the accuracy of the singularities will ensure
the accuracy of the approximants.

The critical exponent 	N can easily be found by using Newton’s
polygon algorithm. However, it is well known that, in the case of
algebraic equations, the only singularities that are structurally
stable are simple turning points. Hence, in practice, one almost

Fig. 1 Geometry of the problem
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invariably obtains 	N=1/2. If we assume a singularity of alge-
braic type as in Eq. �13�, then the exponent may be approximated
by

	N = 1 −
A2N��CN�

DA3N��CN�
�20�

5 Results and Discussion
The bifurcation procedure above is applied on the first 30 terms

of the solution series and we obtained the results shown in Tables
1 and 2 below.

The result in Table 1 shows the rapid convergence of our pro-
cedure for the dominant singularity �i.e., �c� together with its cor-
responding critical exponent 	c with gradual increase in the num-
ber of series coefficients utilized in the approximants. In Table 2,
we noticed that the magnitude of thermal criticality at very large
activation energy ��=0� decreases with a decrease in the porous
medium permeability ���0�. This shows clearly that reducing the
permeability of a porous medium will enhance the early appear-
ance of ignition in a reactive viscous flow of a combustible fluid.
It is noteworthy that a decrease in the combustible fluid activation
energy �i.e., ��0� will lead to an increase in the magnitude of
thermal ignition criticality, hence, delaying the appearance of ther-
mal runaway in the system. A slice of the bifurcation diagram for
0 ���1 is shown in Fig. 2. In particular, for every �
0, there is
a critical value �c �a turning point� such that, for 0���c there
are two solutions �labeled I and II� and solution II diverges to
infinity as �→0. The fully developed dimensionless velocity dis-
tribution is shown in Fig. 3. We observed that the magnitude of
the fluid velocity increases and tend to that of plane Poiseuille
flow with a gradual increase in the porous medium permeability

�i.e., �→0�. Similarly, an increase in the fluid temperature is ob-
served with increasing values of � due to a combined effects of
viscous dissipation and exothermic reaction as shown in Fig. 4.

6 Conclusion
The development of thermal runaway in a reactive viscous fluid

flowing through a channel filled with a saturated porous medium
is investigated using perturbation technique together with a spe-
cial type of Hermite-Padé approximants. We obtained accurately
the steady-state thermal ignition criticality conditions as well as
the solution branches. It is observed that a reduction in porous
medium permeability will facilitate the early appearance of ther-
mal ignition. Finally, the above analytical and computational pro-
cedures are advocated as an effective tool for investigating several
other parameter dependent nonlinear boundary-value problems.
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Nomenclature
a � channel width
A � rate constant

C0 � concentration of the reactant
Da � Darcy number
E � activation energy
k � thermal conductivity
K � permeability
P � fluid pressure
Q � heat of reaction
R � universal gas constant

T0 � wall temperature

Table 1 Computations showing the procedure rapid conver-
gence for �=0.0, �=0.0

d N Nu �c 	cN

4 18 3.999999 3.513830 0.499999
6 24 4.000000 3.513830 0.500000
8 30 4.000000 3.513830 0.500000

Table 2 Computations showing thermal ignition criticality for
different parameter values „�, �, �…

� � � Nu �c 	cN

0.0 0.0 0.0 4.000000 3.513830 0.500000
1.0 0.0 0.0 4.136946 3.454198 0.500000
1.0 0.1 0.0 4.136787 3.454184 0.500000
1.0 0.2 0.0 4.136314 3.454144 0.500000
1.0 0.5 0.0 4.133093 3.453000 0.500000
1.0 0.5 0.1 5.256251 3.893308 0.500000

Fig. 2 A slice of approximate bifurcation diagram in the „�,
Nu„� ,�…… plane

Fig. 3 Fluid velocity profile:———�=1; ooooooo�=3.0;
������ �=5.0

Fig. 4 Fluid temperature profile:——�=0.5; ooooooo �=1.0;
������� �=1.5
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T � absolute temperature
W � fluid velocity
x � axial distance
y � normal distance

Greek symbols
� � fluid dynamics viscosity
� � Frank-Kamenetskii
� � activation energy parameter
� � viscous heating parameter
� � porous medium permeability parameter
� � dimensionless temperature
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The effect of double dispersion on free convection heat and mass
transfer from a vertical surface embedded in a non-Darcy electri-
cally conducting fluid saturated porous medium with Soret and
Dufour effects is studied using similarity solution technique. The
heat and mass transfer coefficients are effected greatly due to
these secondary effects and also due to the complex interaction
among the dispersion parameters Ra� ,Ra�, and Lewis number Le
and buoyancy ratio N. In both aiding and opposing buoyancies,
Df and Sr have significant influence on the Nusselt and Sherwood
numbers in the presence and absence of thermal and solutal dis-
persion in the medium. It is also observed that the magnetic field
parameter lowered heat and mass transfer coefficients. The results
are presented through comparison tables and plots.
�DOI: 10.1115/1.2188512�

Keywords: porous media, convection, heat and mass transfer,
Soret and Dufour effects

Introduction
Transport phenomena in porous media have received consider-

able attention due to the increasing interest in geothermal pro-
cesses, petroleum reservoirs, chemical catalytic reactors, etc. Dif-
fusion of matter caused by temperature gradients �Soret effect�
and diffusion of heat caused by concentration gradients �Dufour
effect� become very significant when the temperature and concen-
tration gradients are very large. Generally these effects are con-
sidered as second order phenomenon. The importance of these
effects in convective transport in clear fluids has been studied in
Eckert and Drake �1�, Zimmerman and Muller �2�, Hurle and Jak-
erman �3�, Bergman and Srinivasan �4�. Weaver and Viskanta �5�
studied free convection in an enclosure subjected to horizontal
thermal and concentration gradients considering both Dufour and
Soret effects. The influence of these effects on free convection
flow on a vertical surface embedded in an electrically conducting
Darcian fluid saturated porous medium has been studied by Ang-
hel et al. �6� and Postelnicu �7�.

Using integral method Cheng �8� has shown that the application
of a transverse magnetic field normal to the flow of an electrically
conducting fluid in a saturated Darcy porous medium along a
vertical surface decreased the Nusselt number and Sherwood
number. A similar problem for mixed convection case in non-
Darcy porous medium has been discussed by Chandrasekhara and

Namboodiri �9� and the effect of porosity and permeability on the
flow field in the case of Newtonian fluids under the influence of
magnetic field has been discussed.

For moderate and fast flows inertia effects are prevalent and
thermal and solutal dispersion effects due to hydrodynamic mix-
ing also will become significant. This has been studied by Bear
�10�, Kvernvold and Tyvand �11� and Murthy �12�. Considering
the Soret and Dufour effect, Postelnicu �7� has investigated influ-
ence of a magnetic field on free convection heat and mass transfer
from vertical surfaces in a Darcy porous medium. In this paper we
attempt to analyze Soret and Dufour effects on free convection
from a vertical plate embedded in an electrically conducting fluid
saturated non-Darcy porous medium taking into consideration
both thermal and solutal dispersion in the medium. The results are
analyzed thoroughly for different cases of Le via Le�1, =1, �1.

Governing Equations
Free convection heat and mass transfer from a vertical plate

embedded in an electrically conducting fluid saturated non-Darcy
porous medium has been considered. The wall is maintained at
constant temperature and concentration Tw and Cw, respectively.
The ambient medium temperature and concentration are T� and
C�, respectively. The x axis is taken along the plate and the y axis
is normal to it. A uniform magnetic field H0 is imposed along the
normal direction of the plate. We assume that the electrically con-
ducting fluid and the porous medium have constant physical prop-
erties. The fluid flow is moderate and the permeability of the
medium is low so that the Forchhiemer flow model is applicable
and the boundary effect is neglected. Also, the fluid and the po-
rous medium are in local thermodynamical equilibrium, the flow
is steady, laminar, and two-dimensional. With the usual boundary
layer and Boussinesq approximations, the governing equations in
the isotropic and homogeneous porous medium may be written as

�u

�x
+

�v
�y

= 0 �1�

�u

�y
�1 +

K��e
2H0

2

�
� +

c�K

�

�u2

�y
=

Kg	T

�

�T

�y
+

Kg	C

�

�C

�y
�2�

u
�T

�x
+ v

�T

�y
=

�

�y
�
e

�T

�y
� +

D

Cs

kT

Cp

�2C

�y2 �3�

u
�C

�x
+ v

�C

�y
=

�

�y
�De

�C

�y
� +

DkT

CsCp

�2T

�y2 �4�

along with the boundary conditions

y = 0, v = 0, T = Tw, C = Cw �5�

y → � , u → 0, T → T�, C → C� �6�

Here u and v are the velocity components along x and y direc-
tions, T is the temperature, C is concentration and c is the inertia
coefficient, K is the permeability constant, 	T, 	C are the coeffi-
cients of thermal and solutal expansions, � is the kinematic vis-
cosity, � is the density, g is the acceleration due to gravity, 
e, De
are the effective thermal and solutal diffusivities, respectively, Cp,
Cs are the specific heat at constant pressure and concentration
susceptibility, kT is the thermal diffusion ratio, and � ,�e ,H0 are
electrical conductivity, magnetic permeability, and magnetic field
intensity, respectively. The thermal and solutal dispersion diffu-
sivities can be written as 
e=
+� du, De=D+� du �see Murthy
�12�� where � and � are coefficients of thermal and solutal disper-
sions respectively, 
 and D are constant thermal and molecular
diffusivities, respectively.

Making use of the following similarity transformation:
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� =
y

x
Rax

1/2, f��� =



 Rax
1/2 , ���� =

T − T�

Tw − T�

, ����

=
C − C�

Cw − C�

�7�

the above partial differential equations are transformed into ordi-
nary differential equations

�1 + M��f�� + 2Ff�f� = ��� + N��� �8�

�� +
1

2
f�� + Ra��f��� + f���� + Df�� = 0 �9�

�� +
Le

2
f�� + Le Ra��f��� + f���� + SrLe�� = 0 �10�

along with the boundary conditions

� = 0: f = 0, � = 1, � = 1 �11�

� → � : � → 0, � → 0, f� → 0 �12�

Here, F= �c�KKg	�w /�2� represents the inertia effects, Rad

=Kg	T�wd /
� is the Rayleigh number, M =K��e
2H0

2 /� is the
magnetic parameter, Ra�=� Rad and Ra�=� Rad represent the
thermal and solutal dispersion effects respectively, Le=
 /D is the
diffusivity ratio �Lewis number�, and N=	c�w /	T�w is the buoy-
ancy ratio. Df =DkT�w /CsCp
�w is the Dufour number and Sr
=DkT�w /CsCp
�w is the Soret number. The parameter N�0 rep-
resents the aiding buoyancy and N�0 represents the opposing
buoyancy. The heat transfer and mass transfer coefficient in their
nondimensional form are written as

Nux/Rax
1/2 = − �1 + Ra� f��0�����0� �13�

Shx/Rax
1/2 = − �1 + Ra� f��0�����0� �14�

Results and Discussion
The resulting ordinary differential Eqs. �8�–�10� along with the

boundary conditions �11�, �12� are solved using NAG �D02HAFE�
routine which uses fourth order Runge Kutta method coupled with
Newton-Raphson method for solving the initial boundary value
problem. The results observed here are accurate up to the fourth
decimal place. Extensive calculations have been performed with
different values of the parameters to obtain the flow, temperature,
and concentration fields inside the boundary layer.

When F=0, Ra�=0, Ra�=0 the present problem reduces to the
one analyzed by Postelnicu �7�. Here, the nondimensional heat
and mass transfer coefficients are calculated for parameters in the
ranges 0�Ra��10, 0�Ra��10, 0�F�7, 0�Le�50, −1
�N�10, 0�Df �1.4, and 0�Sr�2.0. In the absence of double
dispersion effects, it is observed that the heat and mass transfer
coefficients are decreased as the value of the magnetic parameter
M is increased in both aiding and opposing buoyancies. This char-
acter is further supplemented by increasing the value of non-
Darcy parameter F.

Interestingly if Df �Sr, change in sign of the mass transfer
coefficient is observed. Similarly, if Df �Sr, change in the sign of
the heat transfer coefficient is observed. These results are in con-
formity with the results reported in Postelnicu �7�. It is interesting
to explore the effect of thermal and solutal dispersion on this
phenomenon for aiding and opposing buoyancies separately.

Aiding Buoyancy. The effect of the diffusivity ratio Le has
been analyzed for the three categories �i� Le�1, �ii� Le=1 and
�iii� Le�1 as Le has been observed to be a crucial parameter in
changing the heat and mass transfer characteristics. For Le�1,
we find that with the increase of Df, nondimensional heat transfer
coefficient is decreasing and mass transfer coefficient is increasing

in the absence of dispersion effects. This is because, either in-
crease in concentration difference or decrease in temperature dif-
ference leads to an increase in the value of Df, hence follows the
above observation. Similarly either a decrease in concentration
difference or an increase in temperature difference leads to an
increase in the value of the parameter Sr. Hence increasing the
parameter Sr increases the non dimensional heat transfer coeffi-
cient and decreases the mass transfer coefficient. The similar re-
sults are observed in the presence of dispersion effects in the
medium. In accordance with the results presented in Postelnicu
�7�, in the present study also, the mass transfer coefficient be-
comes negative for large value of Sr when Df is fixed. This is
evident from Table 1�a� where the results are presented for Le
=0.1, N=1, M =2. But when dispersion effects are considered, for
the same value of parameters the mass transfer coefficient will
remain positive. Similarly for fixed Sr, increasing the value of Df
beyond a certain value makes the heat transfer coefficient nega-
tive. By considering the thermal dispersion effects in the medium,
this phenomenon is delayed. It is natural to expect both the heat
and mass transfer coefficients to be higher when dispersion effects
are considered than when they are neglected. Hence heat and mass
transfer coefficients becomes positive even when Df, Sr assume
very high values in the presence of dispersion effects. Also, with
the increase of Df or Sr, it is observed that the magnitude of local
Nusselt number and Sherwood number are lesser when the disper-
sion effects are zero than when these effects are not zero.

When Le is increased from 0.1 to 1 and 3 and further, the heat
transfer coefficient is decreased whereas the mass transfer coeffi-
cient is increased for fixed values of other parameters. For Le
=1, N=1, M =2 the heat and mass transfer coefficients are pre-
sented in Table 1�b�. The behavior of heat and mass transfer co-
efficients with the increase of both Df and Sr in the absence and
presence of dispersion remain the same as indicated for Le=0.1
with the following exception. That is when Sr=1.4, Df =0.6 the
value of the heat transfer coefficient without dispersion is becom-
ing more than that with dispersion. A similar result with the mass
transfer coefficient is observed when Sr=0.6, Df =1.4. This indi-
cates that the Soret/Dufour effects becomes more influential than
the double dispersion effects. Also it is worth mentioning that the
heat and mass transfer coefficients are becoming negative for rela-
tively small values of Df and Sr, respectively, as the value of Le
increases. Also it is noted that the difference in the heat transfer
coefficients �when Sr is varying� and mass transfer coefficients
�when Df is varying� with and without dispersion is decreasing.

From the results presented in the Table 1�c� for Le�1, N=1,
M =2 it is seen that the heat transfer coefficient is becoming nega-
tive for increasing values of Sr �smaller than those when Le=0.1
and 1.0� and fixed Df as well as for fixed Sr and increasing values
of Df. But the mass transfer coefficient is never negative as Le
becomes larger ��1�. In this case, the heat transfer coefficient in
the presence of dispersion is more than that in the absence of
dispersion, but the mass transfer coefficient without solutal disper-
sion is observed to be more than that with solutal dispersion ef-
fects in the medium.

The Nusselt and Sherwood numbers are presented in Table 2
indicate the effect of the individual parameters such as the non-
Darcy parameter F �for fixed Ra�, Ra��, the thermal dispersion
parameter Ra� �for fixed F, Ra��, the solutal dispersion parameter
Ra� �for fixed F, Ra�� for �Df ,Sr�= �0,0� and �0.6, 0.1� in case of
the heat transfer coefficient and �Df ,Sr�= �0,0� and �0.05, 1.2� in
case of the mass transfer coefficient. As the inertial coefficient is
increased, both heat and mass transfer decreases. An increase in
Ra� increases both heat and mass transfer coefficients when
�Df ,Sr�= �0,0� and �0.6, 0.1�, while an increase in Ra� also fa-
vored the heat and mass transfer in the presence and absence of
Df ,Sr.

The effect of double dispersion and Le on heat and mass trans-
fer are represented in Figs. 1 and 2. Increasing Le decreases the
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heat transfer. But when dispersion effects are considered to be
high, the magnitude of heat transfer coefficient attained is more
than when they are not considered. It is shown in Fig. 1. The
parameter Le favors the mass transfer rate. At high values of
dispersion the magnitude of mass transfer coefficient is lesser than
when it is not considered and is seen in Fig. 2.

Increasing the value of the parameter Ra� increases the heat
transfer rate and the magnetic field, inertia effect decreases the
heat transfer rate. But, though the effect of magnetic field is to
decrease the heat transfer in both Darcy and non-Darcy porous
medium, its effect on Darcy porous medium is larger than in non-
Darcy and can be seen in Fig. 3. The similar effect on mass trans-
fer by the magnetic field is exhibited in Fig. 4 with the increase of
Ra�. That is, the effect of magnetic field in decreasing mass trans-
fer in Darcy porous medium is more pronounced than in non-
Darcy porous medium.

Opposing Buoyancy. The effect of Le is observed to be more
significant in the opposing buoyancy and hence its effect on heat
and mass transfer coefficients is studied in three categories Le
�1, Le=1, and Le�1. Even though the effect of increasing Df on
heat and mass transfer coefficients remains the same as in the case
of aiding buoyancy, the effect of increasing Sr on heat and mass
transfer coefficients in the opposing buoyancy differs from that in
the aiding buoyancy only when Le�1. When Le�1, increase in

Table 1 Nondimensional heat and mass transfer coefficients with Df and Sr for Le=0.1 „Table 1„a……, Le=1.0 „Table 1„b……, Le=3
„Table 1„c…… in the aiding buoyancy case F=0, Ra�=0, Ra�=0; F=5, Ra�=5, Ra�=5

Fig. 4 Variation of nondimensional mass transfer coefficient
to Darcy and non-Darcy porous medium with the increase of
Ra� in the presence of magnetic field
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Sr in the absence of dispersion effects increases the heat transfer
coefficient and decreases the mass transfer coefficient. Whereas in
the presence of dispersion effects, both non dimensional heat
transfer coefficient and mass transfer coefficient decreases. When
Le=1, the effect of increasing Df �for fixed value of Sr and other
parameters� and Sr �for fixed value of Df and other parameters� on
heat and mass transfer coefficient remains the same as in the case
of Le�1. Similarly the effect of increasing Sr and Df for fixed
values of Le ��1� on heat and mass transfer coefficients remains
the same as in the case of aiding buoyancy. These results are
tabulated in the Tables 3�a�–3�c� for Le�1, Le=1 and Le�1,
respectively.

Like in the aiding buoyancy when Le�1, the heat transfer
coefficient becomes negative with the increase of Df �for fixed
values of Sr and other parameters� and the mass transfer coeffi-
cient becomes negative with the increase of Sr �for fixed values of
Df and other parameters�. But heat transfer coefficient becomes

Table 2 Nondimensional heat and mass transfer coefficients with the inertia parameter F, and dispersion parameters Ra� and Ra�

when M=2, Le=1, N=1; Ra�=1, Ra�=1; F=1, Ra�=1; F=1, Ra�=1

Ra�=1, Ra�=1 F=1, Ra�=1 F=1, Ra�=1

F
Df =0
Sr=0

Df =0.6,
Sr=0.1 Ra�

Df =0
Sr=0

Df =0.6,
Sr=0.1 Ra�

Df =0
Sr=0

Df =0.6,
Sr=0.1

Nux /Rax
1/2 0.0 0.4413 0.3598 0 0.3477 0.2784 0 0.3918 0.2676

1 0.4041 0.3241 1 0.4041 0.3241 1 0.4041 0.3241
2 0.3811 0.3015 3 0.4858 0.3922 3 0.4189 0.3745
5 0.3371 0.2623 5 0.5468 0.4457 5 0.4241 0.3971
7 0.3191 0.2461 10 0.6588 0.5456 10 0.4394 0.4246

F Df =0
Sr=0

Df =0.05,
Sr=1.2

Ra� Df =0
Sr=0

Df =0.05,
Sr=1.2

Ra� Df =0
Sr=0

Df =0.05,
Sr=1.2

Shx /Rax
1/2 0.0 0.4413 0.2689 0 0.3918 0.1314 0 0.3477 0.1983

1 0.4041 0.2349 1 0.4041 0.2351 1 0.4041 0.2349
2 0.3812 0.2142 3 0.4189 0.3244 3 0.4858 0.2919
5 0.3372 0.1792 5 0.4277 0.3626 5 0.5345 0.3371
7 0.3191 0.1651 10 0.4397 0.4074 10 0.6588 0.4254

Fig. 1 Dispersion effects on nondimensional heat transfer co-
efficient with the increase of Le for fixed values of Df, Sr in
Darcy and non-Darcy porous medium

Fig. 2 Dispersion effects on nondimensional mass transfer
coefficient with the increase of Le for fixed values of Df, Sr in
Darcy and non-Darcy porous medium

Fig. 3 Variation of nondimensional heat transfer coefficient to
Darcy and non-Darcy porous medium with the increase of Ra�

in the presence of magnetic field
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negative with the increase of Sr when Le�1 which is similar to
the case of Le�1 in aiding buoyancy. Even though the effect of
Df in decreasing the heat transfer coefficient in the opposing
buoyancy is almost the same as in the case of aiding buoyancy, it
appears that the Soret effect is more influential in decreasing the
mass transfer in the opposing buoyancy in comparison with aiding
buoyancy. In other words, for Le=0.7, N=1, when Sr=1.6, the
mass transfer coefficient is becoming negative whereas for the
same Le=0.7, N=−0.5, when Sr=1.3 �lesser than the aiding buoy-
ancy� the mass transfer coefficient is becoming negative. The
same is observed for Le=1 and Le=3. These results are shown in

Table 4. It is worth noting that both heat and mass transfer coef-
ficients are becoming negative for relatively small values of Df
and Sr as the value of Le increases.

Even though the effect of increasing F, Ra� on heat and mass
transfer coefficients remains the same as in the case of aiding
buoyancy, this becomes different with increasing Ra�. An increase
in Ra� increases the heat transfer coefficient when �Df ,Sr�
= �0.6,0.1� and decreases the heat transfer coefficient when
�Df ,Sr�= �0.0,0.0�. But the mass transfer coefficient is decreased
both in the presence and absence of Df, Sr with the increase of
Ra�, refer to Table 5.

To conclude, very significant changes in heat and mass transfer
coefficients are observed with Soret and Dufour effects in the
presence of thermal and solutal dispersions and these depend on
the complex interaction between all the parameters.

Conclusions
Free convection heat and mass transfer from a vertical plate

embedded in an electrically conducting fluid saturated non-Darcy
porous medium has been considered. The wall is maintained at
constant temperature and concentration Tw and Cw, respectively.
The ambient medium temperature and concentration are T� and
C�, respectively. The x axis is taken along the plate and the y axis
is normal to it. We assume that the electrically conducting fluid

Table 3 Nondimensional heat and mass transfer coefficients with Df and Sr for Le=0.7 „Table 3„a……, Le=1.0 „Table 3„b……, Le=3
„Table 3„c…… in the opposing buoyancy case F=0, Ra�=0, Ra�=0; F=5, Ra�=5, Ra�=5

Table 4 Particular values of Df, Sr for which the nondimen-
sional heat and mass transfer coefficients are becoming nega-
tive for the same value of Le in aiding and opposing buoyancy

Df Nux /Rax
1/2 Sr Shx /Rax

1/2

N=1, Le=0.7 1.85 −0.0029 1.6 −0.0038
N=−0.5, Le=0.7 1.9 −0.0040 1.3 −0.0075
N=1, Le=1 1.34 −0.0088 1.35 −0.0181
N=−0.5, Le=1 1.37 −0.0037 1.28 −0.0033
N=1, Le=3 0.49 −0.0209 0.4 −0.0553
N=−0.5, Le=3 0.5 −0.0095 0.5 −0.1107
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and the porous medium have constant physical properties. The
fluid flow is moderate and the permeability of the medium is low
so that the Forchhiemer flow model is applicable. In this paper we
attempt to analyze Soret and Dufour effects on free convection in
non-Darcy porous medium taking into consideration both thermal
and solutal dispersion in the medium. The results are analyzed
thoroughly for different cases of Le via Le�1, =1, �1.

Nomenclature
c � Forchheimer coefficient
C � concentration

Cp � specific heat at constant pressure
Cs � concentration susceptibility
d � pore diameter

De � effective solutal diffusivity
Df � parameter representing Dufour effect
F � parameter representing inertia effects
g � acceleration due to gravity

H0 � magnetic field intensity
K � permeability
k � thermal conductivity the fluid

kT � thermal diffusion ratio
Le � Lewis number
M � parameter representing magnetic effects
N � buoyancy ratio

Ra�, Ra� � represent thermal and solutal dispersion effects
Rad � pore diameter dependent Rayleigh number

Sr � parameter representing Soret effect
T � temperature

u, v, � velocity in x, y directions

Greek Symbols

 � thermal diffusivity


e � effective thermal diffusivity
	T � coefficient of thermal expansion
	C � coefficient of solutal expansion
� � electrical conductivity

�e � magnetic permeability
� � nondimensional temperature

�w � Tw−T�

�w � Cw−C�

� � viscosity
� � kinematic viscosity
� � density of the fluid
 � nondimensional stream function
� � similarity variable

Subscripts
w, � � conditions on the wall and in the ambient

medium
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F
Df =0
Sr=0
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Sr=0.1 Ra�

Df =0
Sr=0

Df =0.6
Sr=0.1 Ra�

Df =0
Sr=0

Df =0.6,
Sr=0.1

Nux /Rax
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F Df =0
Sr=0
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Df =0.06,
Sr=0.1

Shx /Rax
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Recently, Collado (Proc, IMECE 2001, Symposium on Fluid Phys-
ics and Heat Transfer for Macro- and Micro-Scale Gas-Liquid
and Phase Change Flows) suggested calculating void fraction, an
essential element in thermal-hydraulics, working with the “ther-
modynamic” quality instead of the usual “flow” quality. The
“thermodynamic” quality is a state variable, which has a direct
relation with the actual vapor volumetric fraction, or void frac-
tion, through phase densities. This approach provides a procedure
for predicting void fraction, if values of “thermodynamic” quality
are available. However, the standard heat balance is usually
stated as a function of the “flow” quality. Therefore, we should
search for a new heat balance between the mixture enthalpy,
based on “thermodynamic” quality, and the absorbed heat. This
paper presents the results of such analysis based on the accurate
measurements of the outlet void fraction measured during the
Cambridge project by Knights (1960, “A Study of Two-Phase
Pressure Drop and Density Determination in a High-Pressure
Steam-Water Circuit,” Ph.D. thesis, Cambridge University Engi-
neering Lab, Cambridge, UK) in the 1960s for saturated flow
boiling. In the 286 tests analyzed, the pressure and mass fluxes
range from 1.72 MPa to 14.48 MPa and from 561.4 to 1833.33
kg m−2 s−1, respectively. As the main result, we find that the slip
ratio would close this new thermodynamic heat balance. This has
allowed the accurate calculation of void fraction from this bal-
ance, provided we can predict the slip ratio. Finally, the strong
connection of this new thermodynamic heat balance with the stan-
dard one through the slip ratio is highlighted.
�DOI: 10.1115/1.2190696�

Keywords: saturated flow boiling, void fraction, thermodynamic
quality, slip ratio

1 Introduction
A large number of correlations �1,2� have been proposed for the

evaluation of the cross-sectional average volumetric fraction or
void fraction of vapor bubbles, �, which is of considerable inter-
est to nuclear and fossil power industries because void fraction
significantly affects neutron absorption, heat transfer, and pressure
drop �1–6�. Many of them are expressed in terms of the phase
velocity ratio or slip ratio, S, which is defined as the cross-
sectional area mean vapor velocity, uG �m/s�, divided by the cross-
sectional area mean liquid velocity, uL �m/s�. Collier �1�, reviewed
the better-known correlations for �, and concluded that for the
most accurate ones the standard deviation of error on the mean
density is about 30%. However, depending on the data bank used
for the comparison, these best void fraction correlations, which
also include the calculation of the slip ratio, may show a standard
deviation for S ranging from 30 to 80%.

In this work, which is focused on saturated flow boiling, we
suggest using the “thermodynamic” quality to calculate the void
fraction, instead of the “flow” quality used in classic treatments.

The standard energy balance �1–6� for saturated flow boiling is,
assuming negligible kinetic and gravity terms,

�1�

where q denotes the total absorbed heat along the duct per unit
mass inlet liquid �in short, heat per unit mass� in �kJ/kg�, subscript
G and L denotes saturated vapor and saturated liquid, respectively,
h is enthalpy �kJ/kg�, and xo is the outlet standard flow quality.
The further assumptions that only liquid enters into the duct ex-
actly at saturation conditions �4–6�, and that the pressure drop
along the duct is negligible so that hL and hG are constant satura-
tion values, are included in Eq. �1�.

The classic definition of x as a mass flow rate ratio clearly
shows that it includes the slip ratio, S,

x = WG/�WG + WL�

= uG�GAc�/�uG�GAc� + uL�LAc�1 − ��� = �G�S/��G�S + �L�1

− ��� �2�

where W denotes mass flow rate �kg/s�, � is mass density �kg/m3�,
Ac is the cross-sectional area of the duct �m2�, and the standard
definitions of mass flow rate and the slip ratio, S=uG /uL, are used.
For the sake of convenience, void fraction can be derived from
Eq. �2�,

� = 1/�1 + S��1 − x�/x���G/�L�� = x�/�x� + S�1 − x�� �3�

where we have followed Ref. �5� to denote the liquid-vapor mass
density ratio as �. Furthermore, the slip ratio can be expressed as
a function of the void fraction and the flow quality using the
standard mass flow rates �see p. 7 in �2��,

S = uG/uL = �WG�L�1 − ��Ac�/�WL�G�Ac�

= �x�L�1 − ���/��1 − x��G��

= ��x�1 − ���/��1 − x��� �4�
The key point of this work is to use the well-known thermody-

namic quality, xth, classically defined as �3�,

xth = �G�/�m �5�

where �m denotes the standard mixture density of the vapor-liquid
mixture �kg/m3�.

There is a direct connection between void fraction and thermo-
dynamic quality, xth, through phase densities, which is derived
from the strict definitions of � and the mixture density. So follow-
ing Refs. �2–4�, the void fraction is strictly defined as, �=Area
occupied by steam/Total cross-sectional area of flow=dAG /dA,
which is directly measured by gamma or x-ray attenuation.
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Furthermore, for an element of area dA, the mixture density is
given by �2–4�

�m = ��LdAL + �GdAG�/dA = �1 − ���L + ��G �6�
Now the inverse of the mixture density is the mixture specific

volume, vm. Then, if we write vm as a combination of the satu-
rated liquid and vapor specific volumes weighted by the actual
vapor mass fraction, x’,

vm = x�vG + �1 − x��vL = x�/�G + �1 − x��/�L

= 1/�m Þ x� = xth = ��G/�m �7�
Therefore, it is evident that the actual vapor mass fraction,

which corresponds to the actual �directly measured� vapor void
fraction, is the thermodynamic quality, xth, and not the flow qual-
ity.

Finally, the derivation of � from Eq. �5�, also including Eq. �6�,
is immediate,

� = xth�/�xth� + �1 − xth�� �8�

The obvious advantage of Eq. �8� on Eq. �3� is that S does not
appear. However, as we will show later, really this is not true
because we need to predict S for the closure of the new thermo-
dynamic relation found.

Now the question is how heat transfer can be related to the
mixture enthalpy increment, �hm, which here will be based on
thermodynamic quality, xth,

hm = xthhG + �1 − xth�hL Þ �hm = hm,o − hL = xth,o�hLG �9�
Notice the difference of this thermodynamic mixture enthalpy

from the flow mixture enthalpy in Eq. �1�.
In this work, we will compare this thermodynamic mixture en-

thalpy increment of the fluid passing through the heated duct ver-
sus the heat input per unit mass using the careful void fraction
data of Knights �4� taken during the Cambridge Project for verti-
cal and horizontal saturated flow boiling. For the data set ana-
lyzed, the main result is that the slip ratio should be explicitly
used for the closure of this new energy balance. Furthermore,
based on the same data set, a new and improved slip ratio corre-
lation is presented. The void fraction values calculated through the
new heat relation and the new slip ratio correlation compare quite
well with the measured ones. Finally, the equivalence of the stan-
dard heat balance with the new thermal relation through the slip
ratio is highlighted.

2 Flow Boiling Measurements in the Cambridge
Project

In his dissertation �4�, Knights presented experimental measure-
ments of the void fraction made at the outlet of a water boiling
flow in 1.5 in. �0.0381 m� bore 24 ft �7.32 m� long pipe in verti-
cal �upwards flow� and horizontal position at several inlet pres-
sures of industrial interest. The operating pressures for the main
test series were 1.72 MPa �250 psia�, 4.14 MPa �600 psia�,
8.62 MPa �1250 psia�, and 14.48 MPa �2100 psia�. The closed
loop rig was operated at pressures up to 22.1 MPa �3206 psia�,
and electrical heating was employed to ensure ease of control and
uniformity of heating of the test section. The outlet flow quality,
Eq. �1�, was less than 0.2 in the 286 tests analyzed here. Circula-
tion was assisted by a centrifugal pump, and the mass flux range
from 561.4 to 1833.3 kg m−2 s−1. The inlet pressure was accurate
to better than ±1% at all operating pressures. The overall accuracy
of the flow rate measurements, through a sharp edged orifice plate,
could be expected to lie within ±4%. The electrical power sup-
plied to the pipe was measured with a Wattmeter, and the heat
losses were normally less than 10% of the total power input, and
these were measured to ±5%. The outlet void fraction data were
taken through chordal scanning by a collimated gamma-ray beam,
with a scintillation counter as the detector. Thus, the dispersion
pattern was investigated. For horizontal flow boiling, the factor

1.014 converted the center line scanning void fraction to the mean
void fraction on the section within 1.5% of the difference. For
vertical �upwards� flow boiling, it was also found that the factor
0.8 could convert quite well with the center line chordal scanning
of the void fraction to the mean void fraction. The maximum
deviation from the factor of 0.8 was 11.5% and the mean devia-
tion was 4.3%.

Figure 1 shows the measured outlet mean void fraction versus
the outlet flow quality, the last one calculated from Eq. �1�, using
the measured effective power input, the inlet mass flow rate, and
the inlet pressure.

3 New Thermodynamic Heat Balance
Figure 2 compares the thermodynamic mixture enthalpy incre-

ment in �kJ/kg�, Eq. �9�, versus the measured absorbed heat per
unit mass inlet water, also in �kJ/kg�. The outlet thermodynamic
quality, included in Eq. �9�, has been calculated using the mea-
sured outlet void fraction and inlet pressure, see Eqs. �5� and �6�.
The disagreement between enthalpy increment and heat is rather
strong and cannot be justified by measurement uncertainties. In
vertical tests, the specific potential energy, gL, has also been in-
cluded, L being the height of the pipe, 24 ft, i.e., gL
=0.071 kJ/kg. Now the question is which parameter could bal-
ance this thermodynamic relation.

We have found �see Fig. 3� that the slip ratio, S, from Eq. �4�,
which includes xo and �o data, would balance quite well with this
thermodynamic comparison, suggesting a new heat balance for
saturated flow boiling.

From the basic equations stated before, it is easy to expand the
q /�hm ratio to check whether the relation suggested by Fig. 3 is a
trivial one or not,

q/��hm + �gL�� = x/xth = x��m/��G��� = x + �x�1 − ��/� �10�
Equation �10� should be compared to the classic expression of

S, Eq. �4�. Only at very low values of flow quality, x, Eq. �10�
could reduce to Eq. �4�. Furthermore, Fig. 3 has been also verified
in �6� using Thom data �5� for 1 in. �0.0254 m� bore horizontal

Fig. 1 Outlet void fraction versus outlet “flow” quality
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pipe, in which more than half of the flow qualities were higher
than 0.1 and the higher one was near 0.8. Therefore, Fig. 3 would
suggest that,

q/��hm + �gL�� � S �11�
A possible justification of Eq. �11�, already suggested elsewhere

�6�, could be that the time scales of the phases are different be-
cause we are treating two different velocities �that of the liquid
and the vapor� in the same length �the same control volume�, and
this physical fact should be included in the heat balance in some
manner. So taking into account that the heat input per unit mass
inlet water is q�kJ/kg�=Q�kW� /WL,i�kg/s�, and assuming that
heat enters into the control volume exclusively through vapor

bubbles �vapor time scale� that condense in the saturated liquid,
Eq. �11� would mean that the slip ratio S could act as a time scale
factor conversion between the liquid �WL,i� and vapor �Q, i.e.,
bubbles� phases.

Finally, in comparing Eqs. �1�, �10�, and �11�, we could say
that, for saturated flow, the standard heat balance based on flow
quality and the one proposed here and based on thermodynamic
quality, are indeed equivalent, the difference between them merely
being a time scale factor conversion i.e., the slip ratio S.

4 New Slip Ratio Correlation and Void Fraction Pre-
diction

For horizontal flow boiling and based on previous work �6�,
Fig. 4 shows the new fitting equations proposed for the slip ratio,
S. The water inlet velocity, uL,i �m/s� multiplied by S is clearly a
linear function of uL,i, which varies with the inlet pressure and the
heat flux. It has also been checked at the other pressures that the
straight lines, function of heat flux, are practically parallel. There-
fore, it has been suggested that a parametric fitting such as

SuL,i = u0 + S1uL,i Þ S = u0/uL,i + S1 �12�

where u0 is the point of crossing with the ordinate axis and S1 is
the slope of the straight lines, see Fig. 4. Logically, S1 would be
the same for all the parallel lines at the same pressure and u0 will
change with heat flux.

As best fitting, we have found a potential curve to represent S1
as a function of pressure �in MPa�, see Fig. 5. Furthermore, a
linear relation fits well u0 �in m/s� as a function of heat flux
�kW/m2� for the different pressures, see Fig. 6.

As an approximation to vertical flow, see Fig. 7, we could say
that the straight lines converge at some point below SuL,i=1.0.
After checking the lines at different pressures and for the sake of
generality, we have chosen a fitting such as Eq. �12�, but now u0
is fixed at 0.77 m/s for all the fluxes �straight lines� and pressures.
With this restriction, we have fitted the lines to find the corre-
sponding S1. Figure 8 shows its behavior; at low heat fluxes, it
seems that S1 varies more or less linearly with heat flux, but after
some value which depends on pressure, S1 remains constant.

Using the fittings for S in horizontal and vertical flow �Figs. 5,
6, and 8, respectively�, we can calculate the thermodynamic mix-

Fig. 2 Thermodynamic heat balance discrepancy

Fig. 3 New thermodynamic heat balance, which explicitly in-
cludes S, for saturated flow boiling

Fig. 4 S correlation for horizontal flow at 600 psia „4.14 MPa…
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ture enthalpy increment from the new heat balance, Eq. �11�. So
from a known inlet pressure, we can derive the outlet thermody-
namic quality using Eq. �9�. Finally, from Eq. �8�, we obtain the
predicted void fraction for horizontal flow �see Fig. 9� with a
mean absolute error of 0.0019, and the predicted void fraction for
vertical flow �see Fig. 10� with a mean absolute error of −0.0054.

Alternatively, following the classical procedure, we could di-
rectly insert the calculated slip ratio into Eq. �3� for obtaining the
void fraction. In this case, the mean absolute error in the predic-
tion of the void fraction for horizontal flow is −0.0014, and that of
the vertical one is −0.0085.

5 Conclusions
The main result of this paper is reflected in Fig. 3, which clearly

shows that, for vertical and horizontal saturated flow boiling, the
slip ratio closes the heat balance between the thermodynamic mix-
ture enthalpy increment �calculated with the measured void frac-
tion and the densities and enthalpies of the two phases� and the
heat input per unit mass inlet water.

Fig. 5 Slope of the S correlation versus pressure for horizon-
tal flow

Fig. 6 Point of crossing with the ordenate axis of the S corre-
lation versus heat flux for horizontal flow

Fig. 7 S correlation for vertical flow at 600 psia „4.14 MPa…

Fig. 8 Slope of the S correlation versus heat flux at different
pressures for vertical flow
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The validity of the suggested new heat balance for horizontal
and vertical saturated flow boiling, Eq. �11�, is limited to the range
of the flow quality measured in �4�, i.e., x�0.2. However, other
verifications of this new heat balance, using Thom data �5� for
horizontal saturated flow boiling, was presented elsewhere �6�, in
which the flow quality was higher, x�0.8.

The introduction of the slip ratio in the new heat balance could
be justified because we consider two different velocities �two
phases� in the same length �the same control volume�, which
would imply different time scales for the phases. This should be
included in the heat balance in some manner. Thus, the slip ratio
would act as a time scale factor between the phases.

New slip ratio fittings, function of the inlet pressure, and the
absorbed heat flux, have also been proposed. However, more data
are needed to obtain full correlations. Also the behavior of the
straight line fittings for vertical flow �convergent� is rather differ-
ent from horizontal flow �parallel�. With the new fittings of S, the
prediction of the mean outlet void fraction through the new sug-
gested procedure is quite acceptable for saturated flow. On the
other hand, the void fraction prediction through the standard equa-
tions, with the new S fittings, is of the same order of accuracy.

Finally we could say that, for saturated flow, the standard heat
balance based on the flow quality and the new one proposed here

using the thermodynamic quality are indeed equivalent, the differ-
ence between them merely being a time scale factor, i.e., the slip
ratio S.
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Fig. 9 Void fraction prediction in horizontal flow with Eq. „8…
Fig. 10 Void fraction prediction in vertical flow with Eq. „8…
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